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ABSTRACT

Molecular dynamics simulations of the melting process of bulk copper were performed using the Large-scale Atomic/Molecular Massively Parallel Simulator (LAMMPS) with the interatomic potentials being described by the embedded atom method. The aim of the study was to understand the effects of high pressures and defects on the melting temperature. The simulations were visualised using Visual Molecular Dynamics (VMD). The melting temperature of a perfect copper crystal, was found to be slightly higher than the experimentally observed value. The melting temperature as a function of pressure was determined and compared with experiment. Point and line defects, in the form of dislocations, were then introduced into the crystal and the new melting temperature of the crystal determined. We find that the melting temperature decreases as the defect density is increased. Additionally, the slope of the melting temperature curve was found to decrease as the pressure was increased while the vacancy formation energy increases with pressure.

INTRODUCTION

The melting transition has been studied extensively over many decades and over the years many theories of this transition have been expounded. It had been suggested that melting occurs when the atom vibrations, as the crystal is heated, become large enough at the melting temperature such that the long range order is lost. Lindemann postulated that at the melting temperature could be approximately defined as the point at which the mean interatomic spacing exceeds its equilibrium spacing by 10%. This is the so-called Lindemann criteria [1] for melting. It is now generally agreed that defects, and in particular line defects, play an important role in the melting transition. In dislocation theories of melting, the number of dislocations increases according to some power law at the transition temperature.

More recently, it has been suggested [2] that a wide variety of phase transitions may be formulated in terms of the formation of quasi-particles at the transition. In this phenomenological theory it was proposed that the transition temperature $T_t$ could be written in the form $k_B T_t = E_{\text{char}} e^{-\gamma}$ where $E_{\text{char}}$ is some characteristic energy associated with the transition and $k_B$ is the usual Boltzman constant. The quantity $\gamma$ is related to the energy required to create the quasi-particle appropriate to the transition. It was further proposed that for melting the characteristic energy is related to the bulk modulus, $B$, through the relation $E_{\text{char}} = \Omega B$ where $\Omega$ is the atomic volume. The quasi-particles in this formulation are the phonons associated with the shear modulus. Point and line defects allow for the annihilation of these quasi-particles. In this study we have investigated the dependence of the melting temperature on the defect (point and line) density. In addition, we have also investigated the role
of pressure, $p$, in melting as this could be used to test model theories. In particular, the slope of the calculated $T_m(p)$ curve is compared with experimental results.

**THEORY AND SIMULATIONS**

**The melting temperature as a function of pressure**

Simon and Glatzel [3] (SG) proposed an empirical relation between the melting temperature and the pressure, viz.,

$$T_m(p) = T(0) \left( \frac{P}{a} + 1 \right)^{1/c} \tag{1}$$

where $a$ and $c$ are constants. This relationship only holds for situations where the melting temperature increases with pressure.

The slope of the melting curve at zero pressure has also been studied by many researchers. For example, Gilvarry constructed a theory in which the slope of the fusion curve at zero pressure could be expressed through the relation [4]

$$\frac{1}{T_m(0)} \left[ \frac{\partial T_m}{\partial p} \right]_{p=0} = \frac{6h - 2}{3q_0B_0} \tag{2}$$

In considering theories which relate the melting temperature to point and line defects, Matthai and March [5] used the results of a dislocation-mediated theory of the melting transition [6] to derive the equation

$$\frac{1}{T_m(0)} \left[ \frac{\partial T_m}{\partial p} \right]_{p=0} = \frac{1}{G} \frac{dG}{dp} \tag{3}$$

They also used the empirical relation between the vacancy formation energy, $E'_v$, and the melting temperature ($E'_v \sim 10k_BT_m$) to give the gradient of the melting temperature curve at zero pressure in terms of the pressure dependence of the vacancy formation energy,

$$\frac{1}{E'_v(0)} \left[ \frac{\partial E'_v}{\partial p} \right]_{p=0} = \frac{1}{T_m(0)} \left[ \frac{\partial T_m}{\partial p} \right]_{p=0} \tag{4}$$

**Simulation Details**

A 10x10x10 periodically repeating face centred cubic crystal with lattice spacing 3.615 Å comprising 4000 atoms was constructed and the LAMMPS package [7] used to carry out the molecular dynamics simulations. The Embedded Atom Method (EAM) interatomic potentials as formulated by Mei et al [8] which reproduced the equilibrium properties of Cu was used to characterise the interactions. The time step in the simulations were taken to be 1 fs and the simulations were carried out at constant pressure using a NPT Nose-Hoover ensemble. In the pressure simulations, a hydrostatic pressure was applied to the simulation cell.

**Determination of the melting temperature**

In the molten state the long range order, present in the crystal, disappears and so the liquid state can be identified by examining the pair correlation function, which is in turn related to the structure factor. However, it is not feasible to determine $T_m$ from the structure factor.
data. In our simulations, the melting temperature was determined using three different approaches. In the first, the Lindeman criterion was applied by analysing the RMS displacement of the particles from their initial sites. The other two approaches involved plotting the volume per atom and the self-diffusion coefficient as a function of temperature. Both these latter quantities show a discontinuity at the melting temperature as can be seen in Figure 1. From all three approaches, the melting temperature of copper was found to be $1620 \pm 40$ K, which is much higher than the experimental value of $1354 \pm 5$ K [9].

**Figure 1:** The diffusion coefficient shows a discontinuity in its slope at $T_m$, while the atomic volume is discontinuous at $T_m$.

**RESULTS**

**The melting temperature as a function of pressure**

The melting temperature as a function of pressure was determined by all the three approaches outline above. In the case of applying the Lindemann criterion, the pressure was limited to a maximum of 30 GPa. For the other two approaches the maximum pressure was extended to 300 GPa. The results for the $T_m(p)$, which are shown in Figure 2, are well fitted by the SG equation. Additionally, the results for the slope of the melting curve at zero pressure (Table 1) are in good agreement with the estimated value of 26.2 K GPa$^{-1}$ from the work of Japel et al [10].

**The effect of point defects on the melting temperature**

As seen above, the melting temperature for the perfect crystal was found to be much higher than the experimental value. In order to determine the effect of vacancies on the melting temperature, a number of vacancies were introduced into the crystal and simulations were repeated to determine the melting temperature. The results of these simulations are shown in Figure 3.
Table 1: slope of $T_m$ - pressure curve.

<table>
<thead>
<tr>
<th>Melting criteria</th>
<th>$dT_m/dp$ (K GPa$^{-1}$)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Lindemann</td>
<td>46.9</td>
</tr>
<tr>
<td>Diffusion</td>
<td>28.3</td>
</tr>
<tr>
<td>Volume</td>
<td>28.0</td>
</tr>
</tbody>
</table>

Figure 2. The melting temperature as a function of pressure.

It is clear that as the number of vacancies is increased, $T_m$ decreases non-linearly until the vacancy number density is approximately 5% of the total number of Cu atoms. When the number of vacancies is increased further, $T_m$ is found to increase again. This partially due to the difficulty in identifying the melting temperature.

Figure 3. The melting temperature as a function of the number of vacancies.

We have also determined the pressure dependence of the mono-vacancy formation energy. This shows a power law increase over the pressure range investigated. One effect of this is to increase the melting temperature which is consistent with our simulations. Thus, it is clear the the mono-vacancy formation energy is intrinsically linked to the melting temperature.

The effect of dislocations on the melting temperature

It is generally agreed that while there is a relation between the vacancy formation energy and the melting temperature, it is more likely that line defects in the form of dislocations or
disclinations are the drivers for the melting transition. We have therefore carried out simulations aimed at investigating how the dislocation density influences \( T_m \).

Edge (see Figure 4) and screw dislocation loops of various lengths and different Burgers vectors were introduced into the crystal and the melting simulations carried out as before. The sites of the dislocation cores were randomly chosen. For the sake of consistency, the crystal block was taken to be the same size. This is not ideal as the number of atoms in the simulation box should ideally have been increased.
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**Figure 4.** Structure of an edge dislocation before (left) and after (right) relaxation.

The melting temperature as a function of the number of dislocations is shown in Figure 5. As expected, the melting temperature does decrease with increasing dislocation density. Interestingly, the functional dependence appears to be linear in form.

**CONCLUSIONS AND DISCUSSION**

Computer simulations have been carried out to investigate the influence of point and line defects on the melting temperature. The melting temperature for the perfect crystal is found to follow the SG curve with coefficients \( a \approx 11.5 \) GPa and \( c \approx 0.5 \). However, the melting temperatures were found to be much higher than that measured experimentally. When defects in the form of vacancies or dislocations are introduced, the computed melting temperature is lowered. Thus, we have been able to demonstrate the necessity of including defects in order to obtain melting temperatures reasonably close to the experimentally measured values. The slope of the melting curve at zero pressure is a useful quantity that could be used to test the validity of models or simulation results. While the results of simulations on the defect-free crystal carried out in this work appear to agree with experiment, it is important that the simulations under pressure are also conducted on the crystal with defects. These investigations are currently under way. The functional form of the increase in the vacancy formation energy with pressure mirrors that of the melting energy curve which suggests that the results of simulations on crystals with defects will mirror that found for the defect-free crystal.

The main shortcoming of this work is in the use of a relatively small size crystal block. It is therefore important to demonstrate that the results are not dependent on crystal size by carrying out simulations on much larger crystal blocks. Also, the NPT ensemble as used in these
simulations does not allow for the exchange of particles. It is also important to note that point defects might lead to substantial structural changes in the dislocations similar to that reported by Frolov et al [11] in their work carried out on grain boundaries.
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**Figure 5.** The variation of the melting temperature with increasing dislocation density.
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