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Abstract 

Experimental charge density distribution studies, complemented by quantum 

mechanical theoretical calculations, of a host-guest system comprised of a macrocycle (1) 

and barbital (2) in a 1:1 ratio (3) have been carried out via high resolution single crystal X-

ray diffraction. The data was modelled using the conventional multipole model of electron 

density according to the Hansen-Coppens formalism. The asymmetric unit of macrocycle (1) 

contained an intraannular ethanol molecule and an extraannular acetonitrile molecule, while 

the asymmetric unit of (3) also contained an intraannular ethanol molecule. Visual 

comparison of the conformations of the macrocyclic ring shows the rotation by 180° of an 

amide bond attributed to competitive hydrogen bonding. It was found the intraannular and 

extraannular molecules inside were orientated to maximise the number of hydrogen bonds 

present, with the presence of barbital in (3) resulting in the greatest stabilisation. Hydrogen 

bonds ranging in strength from 4-70 kJ mol-1 were the main stabilising force. Further analysis 

of the electrostatic potential between (1), (2) and (3) showed significant charge redistribution 

when co-crystallisation occurred, which was further confirmed by a comparison of atomic 

charges. The findings presented herein introduce the possibility of high resolution X-ray 

crystallography playing a more prominent role in the drug design process.   

 

 

 

 

  



Introduction  

The potential medicinal applications of macrocycles (containing rings composed of 

eight or twelve or more atoms depending on the reference1-2) have been largely ignored due 

to the belief that their properties were not on the drug like spectrum i.e. they had low target 

selectivity, were poorly absorbed and did not obey Lipinski's Rule of Five3. Recently, interest 

in these molecules in medicine has been rekindled with potential applications as artificial 

receptors, drug delivery vehicles, enzyme inhibitors,2 or as potential detoxification routes. 

The main attraction of these molecules lies in their diversity, allowing each one to be tailored 

towards a specific target in terms of size, lipophilicity or hydrophilicity, molecular 

recognition and myriad other physicochemical properties4.  

All the potential applications mentioned above involve the formation of binary, 

ternary or even higher order systems consisting of the macrocycle and one or more target 

molecules. In the context of these applications, it is imperative that these systems form 

preferentially over other interactions and complexes which might occur. These systems are 

reliant on weak interactions such as hydrogen bonds, van der Waals and ˊ-  ́stacking forces 

to drive their formation and stability. As such, a greater understanding of these interactions is 

required for these macrocycles to become viable therapeutic options in modern medicine. 

Nguyen et al. recently published work in this area, using density functional theory (DFT) and 

atoms in molecules (AIM) theory to map the electron density distribution (EDD) in 

biologically significant host-receptor complexes.5-6 The conclusion drawn from these studies 

was that improved understanding of electron and energy distribution within these systems 

will lead to improvements in the drug design and development pipeline, resulting in less toxic 

and improved therapeutic options.  



Chang et al. have previously described the synthesis of  macrocycles which were then 

used as an artificial receptor for diethylbarbituric acid (2) [5,5-diethyl-(1H,3H,5H)-

pyrimidine-2,4,6-trione; barbital]4.  Barbital, belongs to a class of relatively old drugs 

previously used to relieve anxiety and insomnia and currently used as anticonvulsants and in 

anaesthesia. Barbiturates have now been superseded by the benzodiazepines which have an 

improved safety profile, however, this model provides an excellent starting point to gain an 

improved understanding of the binding interactions and energy states of the molecules in 

these complexes. 

High resolution X-ray crystallography has been used with great success to obtain 

experimental EDDôs for many molecules and systems as seen through the myriad publications in 

the field5-10. Topological analysis of the obtained EDD allows information regarding the 

presence and nature of weak interactions to be extracted and analysed to gain an improved 

understanding of the changes in electron density redistribution which occur upon the formation 

of weak interactions. Readers are referred to an excellent review by Koritsanszky et al.11 for 

more information. Here, we present an analysis of the 14,16-dioxa-2,6,8,22-tetraaza-1,7(2,6)-

dipyridina-15(2,7)-naphthalena-4(1,3)-benzenacyclodocosaphane-3,5,9,21-tetraone (1) 

complexed with barbital (2) developed by Chang et al.4 and its constituent molecules at the 

electronic level, through the use of single crystal X-ray diffraction to map the EDD within the 

system and to understand the nature of the binding interactions which drive the formation and 

stability of this system (including the bond strength of these systems). ORTEP diagrams of the 

three systems studied can be found in Figures 1-3.  Previous studies have examined the charge 

density distribution of barbital alone,12 however no studies of this nature have been performed on 

the macrocyclic compound or on these co-crystal systems.  

 



 

Figure 1: ORTEP diagram of macrocycle (1). Thermal ellipsoids are shown at 50% 

probability. 

 

 

 

 

 

 



 

 

 

 

 

 

 

 

Figure 2: ORTEP diagram of barbital (2). Thermal ellipsoids are shown at 50% probability. 

 



 

Figure 3: ORTEP diagram of macrocycle-barbital complex (3). Thermal ellipsoids are shown 

at 50% probability.  

Method 

All chemicals were purchased from Sigma-Aldrich (St. Louis, MO) at the highest 

grade available and used without further purification. (1) was synthesised as previously 

reported by Chang et al.4. The synthetic route can be found in Scheme 1. Spectroscopic 

details can be found in the supplementary information. (1) and (2) were crystallised via slow 

evaporation in ethanol. (3) was formed via dissolving equimolar amounts of (1) and (2) in 

ethanol and left at room temperature for slow evaporation.  



 

 

 

 

 

 

 

 

 

 

Scheme 1: Synthetic route for 14,16-dioxa-2,6,8,22-tetraaza-1,7(2,6)-dipyridina-15(2,7)-

naphthalena-4(1,3)-benzenacyclodocosaphane-3,5,9,21-tetraone.  

 

Data Collection, Integration and Reduction  

Single-crystal X-ray diffraction experiments were carried out in the Faculty of 

Pharmacy at the University of Sydney using an Rigaku SuperNovaÊ X-ray diffractometer 

with an X-ray wavelength of 0.7107 Å (MoKŬ) at 150K. Crystals of (1), (2) and (3) with 

dimensions (0.3 x 0.2 x 0.25) mm, (0.25 x 0.3 x 0.25) mm and (0.2 x 0.25 x 0.25) mm, 

respectively, were mounted on thin glass fibres with Paratone-N oil being used as both 

adhesive and cryoprotectant. Data were collected for all crystals using 1Á ɤ scans maintaining 

the crystal-to-detector distance at 5.3 cm for (1), (2) and (3). For (1), (2) reciprocal space 



coverage was achieved during the data collection by positioning the detector arm at two 

different angles in 2ɗ, at 41.6Á and 90.5Á. For these angle settings, exposure times of 30 and 

90 seconds were used for (1) and 15 and 60 seconds for (2). Reciprocal space was covered in 

(3) via positioning the detector arm at 41.2Á and 90.5Á in 2ɗ, with exposure times of 15 and 

50 seconds per frame, respectively. A total of 2389, 4021 and 7604 frames were collected for 

(1), (2) and (3) respectively.  

Integration and reduction of the collected data were performed with the CrysAlisPro 

software package13. All crystals were cooled to 150K with an Oxford Cryosystems COBRA 

cooler. The unit cell parameters for (1) were refined from 291974 reflections in the 

monoclinic space group Pρ with Z = 2, F(000) = 804 and m = 0.091 mm-1. The unit cell 

parameters for (2) were refined from 88847 reflections in the monoclinic space group C2/c 

with Z = 4, F(000) = 392 and m = 0.098 mm-1. The unit cell parameters for co-crystal (3) were 

refined from 149930 reflections in the triclinic space group Pρ with Z=2, F(000) = 956 and m 

= 0.097 mm-1. No absorption or extinction corrections were applied to the data. Refer to 

Table 1 for selected crystallographic information from the independent atom model (IAM) 

and multipole (Exp) refinements.  

 

Table 1: Selected crystallographic information for (1), (2) and (3) 

 1 2 3 

Formula C42H45N7O7 C5H6N1O2 C48H54N8O10 

Molecular Mass 759.85 112.11 902.97 

Crystal size (mm3) 0.3 x 0.2 x 0.25 0.25 x 0.3 x 0.25 0.2 x 0.25 x 0.25 

Temperature (K) 150 150 150 

Crystal system Triclinic Monoclinic Triclinic 

Space group Pρ C2/c Pρ 

a (Å) 8.682(2) 7.093(1) 10.291(1) 



b (Å) 14.447(3) 14.004(1) 11.939(1) 

c (Å) 15.904(3) 9.686(1) 18.472(2) 

a (o) 105.39(3)  85.71(1) 

b (o) 90.75(3) 91.40(1) 78.11(1) 

g (o) 92.06(3)  82.22(1) 

Volume (Å3) 1921.50(7) 961.81(2) 2197.82(4) 

Z 2 4 2 

Refinement Method 
Full-matrix least 

squares on F2 

Full-matrix least 

squares on F2 

Full-matrix least 

squares on F2 

No. of reflections 

collected 

291974 88847 149930 

No. unique 61577 7796 49537 

Rint 0.055 0.053 0.063 

Completeness (%) 96.2 99.0 96.4 

No. reflections used 28783 5753 28802 

rc (gcm-1) 1.313 1.272 1.364 

F(000) 804 392 956 

m (mm-1) 0.091 0.098 0.097 

sin q/lmax  1.26 1.25 1.12 

q range for data 

collection (̄ ) 

2.657 - 63.339 2.909 - 62.673 2.502 - 52.572 

Index ranges 

-18ÒhÒ21  

-36ÒkÒ36  

-39ÒlÒ39 

-17ÒhÒ17  

-34ÒkÒ34 

-24ÒlÒ24 

-22ÒhÒ22  

-26ÒkÒ26 

-41ÒlÒ41 

IAM Refinement     

Final R1, wR2 0.0568, 0.1518 0.0399, 0.1075 0.0388, 0.0678 

Goodness of fit  0.918 1.051 0.905 

Residual density (eÅ-3) -0.68 ,0.87 -0.36, 0.52 -0.58, 0.94 

Multipole Refinement    

Nobs/Nvar 21.18 32.81 18.67 

R(F), R(F2), all data 0.157, 0.0514 0.061, 0.034 0.061, 0.034 

R(F), R(F2) > 3s(F) 0.049, 0.042 0.033, 0.032̀ 0.035, 0.031 

Goodness of fit 1.2847 1.7082 2.1857 

Residual density (eÅ-3) -0.18, 0.43 -0.28, 0.18 -0.21, 0.32 

 

 

 

 



Data reduction and refinement strategies  

The structures of (1), (2) and (3) were solved using direct methods (SHELXS-2014).14 

In each case, a full-matrix least-squares refinement based on F2 was performed using 

SHELXL-2014.14 The bond lengths between non-hydrogen atoms to hydrogen atoms (X-H 

bonds, where X=C, O, N) were fixed at average values obtained from neutron diffraction 

studies, taken from Allen et al.,15 OīH, NīH, and CīH bond lengths being 0.967, 1.009, and 

1.083 Å respectively, with bond vectors taken from the original riding H-atom models in the 

IAM refinement. All non-hydrogen atoms were refined anisotropically. 

The coordinates and anisotropic temperature factors from the IAM were then 

imported into XD,16 a program that uses a least-squares procedure to refine a rigid pseudo-

atom model in the form of the Hansen-Coppens multipole formalism.17 In this formalism, the 

electron density, ɟ(r ) within a crystal is described by the summation of aspherical 

pseudoatoms (each with its own electron density) with nuclear positions r j as shown in the 

Equation (1).  

”► В” ► Ὑ                                                                 (1) 

The complete density of the pseudo-atomic model is modelled by Equation (2).  

” ► ὖ” ‖ὖ” ‖► ‖  ὖ Ὑ ‖►Ὠ —ȟ‰  

The expression for the pseudo-atom density includes the usual spherical core, a term 

to describe the spherical component of the valence density, plus a deformation term 

describing the asphericity of the valence density. The radial functions {Rl(r j)} a are modulated 

by angular functions {dlmp(ɗj , jʟ)} defined by axes centred on each atom. A number of radial 

functions may be used, the most common being Slater-type functions given in Equation (3). 

(2) 



Ὑ ► ὔὶÅØÐ ‟►                                                                                                        (3) 

The multipole refinement process began with an analysis of the results of higher order 

spherical atom refinement (usually sin ɗ/ɚ > 0.7 A-1), providing accurate atomic positions and 

temperature factors forming the basis for the remainder of the refinement. The refinement 

was performed by introducing the multipole expansion in a stepwise manner, ultimately 

being truncated at the octapole level (lmax = 3) for C, O and N. Each C, O and N atom was 

assigned a kappa prime (əǋ, a spherical function which governs 3D directional 

expansion/contraction of the valence shell) during the refinement to allow for accurate 

modelling of electron density, and finally a ə¡¡ value, which models radial 

expansion/contraction of the valence electrons. The density of hydrogen atoms was modelled 

using a single monopole, with ə¡ fixed at 1.2, with the aspherical density modelled by a single 

bond-directed dipole (lmax = 1). The refinements were continued until convergence was 

reached for each multipole level before the next one was introduced. The Hirshfeld rigid 

bond test was used to determine if the anisotropic displacement parameters were of any actual 

physical significance; i.e., the electron density was successfully deconvoluted from the 

inherent thermal smearing18. This test measures the differences in mean-squared 

displacement amplitudes (DMSDA) with ADPs deemed to be described as physically 

meaningful if they are below 1 x 10-3 Å2. The average value obtained from these refinements 

is 5 x 10-5 Å2, 1 x 10-4 Å2 and 6 x 10-5 Å2 for (1), (2) and (3) respectively.  Scale and 

temperature factors were refined separately from the multipole models described above, 

except in the final refinement cycles, where the full variance-covariance matrix is needed to 

get meaningful standard uncertainties (su). In all cases, reflections were required to have an 

intensity of F > 3ů(F) to be included in the refinement. This model is termed Exp in the 

remainder of the manuscript. 



Computational Methods  

Gas phase, single point (SP) calculations were performed on (1), (2) and (3) with the 

geometry taken from the high-order experimental coordinates. Geometry optimisation (OPT) 

as well as SP calculations were also performed on all structures. All theoretical calculations 

were performed with the Gaussian 09 suite19 at the 6-31+G(d,p) level of theory for all 

structures. All calculations used the three-parameter hybrid exchange function developed by 

Becke20 in conjunction (vide supra) with the exchange correlation potential, corrected via 

gradient developed by Lee et al.21 together with the long range dispersion correction 

proposed by Tawada et al.22-23 (CAM-B3LYP). Analysis of the topology of electron density 

from the experimental model was performed using the XDPROP portion of XD,16 while 

analysis of the electron density for the theoretical densities was performed using the 

AIMALL 24 package.  

 

Discussion 

Geometry  

Bond lengths and angles for all experimental structures were obtained from the multipole 

model refinement output, while bond lengths for the theoretical structures were obtained from 

DFT optimisation19. For (1) and (3), the X-ray structure was in excellent agreement with 

results reported by Chang et al.4 with mean differences in bond lengths and angles of 0.009 Å 

and 0.2° for (1) and 0.008 Å and 0.2°for (3). A similar situation was seen for (2) with mean 

differences of 0.004 Å and 0.02° when compared to the high resolution structure published 

by Craven et al.25.  The geometry of the Exp model was also in good agreement with that 

obtained from the OPT calculation with mean differences in bond lengths and angles of 



0.002Å and 0.5°, 0.001 Å and 0.01° and 0.004Å and 0.2° for (1), (2) and (3) respectively. A 

comparison of the experimental geometry between the macrocycle and barbital molecules in 

(1) and (2) and their complex in (3) shows they are in excellent agreement with the 

macrocycle only differing in bond length and angles for 0.002 Å and 0.01° and the barbital 

differing on average by 0.02 Å and 0.01°. Refer to tables S4-S21 in the supplementary 

information for a full list of bond lengths and angles. 

Interestingly, a visual comparison of the geometry and shape of the macrocycle in (1) 

and (3) shows the amide bond O(6)-C(38)-N(6)-H(06) being rotated by 180°, as also 

mentioned above, with the C=O and N-H bonds facing internally in (1) and (3)  respectively. 

There was minimal difference in the C(2)-C(38)-N(6)-C(37) torsion angle with values of 

169.26° and 170.53° for (1) and (3) respectively, however a large difference was found in the 

O(6)-C(38)-N(6)-H(06) torsion angle with values for -178.09° and 166.26° highlighting a 

large conformational difference between the two amide groups as a result of hydrogen 

bonding. In both cases, O(6) forms a hydrogen bond with the hydroxyl hydrogen on ethanol, 

unsurprising as it is the most available hydrogen bond acceptor. However, H(06) is only 

involved in hydrogen bonding in (3) with the intraannular barbital molecule resulting in the 

more planar conformation of the amide bond in (3). This is further discussed in topological 

analysis of hydrogen bonds. 

 

Toplological Analysis 

Topological analysis of the Exp, SP and OPT models were carried out and 

completeness of the analysis was ensured via satisfaction of the Morse and Poincaré-Hopf 

equations26 for the Exp and theoretical models respectively. There was good agreement 

between all three refinement models for ɟbcp and ɳ 2ɟbcp. For ɟbcp, mean differences of 0.03, 



0.12 and 0.03 eÅ-3 were reported for (1), (2) and (3) respectively. For ɳ2ɟbcp, mean differences 

of 4.46, 2.51 and 2.95 eÅ-5 were reported. A full list of critical points found for (1), (2) and 

(3) can be found in the Supplementary Information Table S22 ï S27.   

 

Hydrogen Bonds  

A total of 16, 1 and 17 hydrogen bonds were discovered from topological analysis of 

(1), (2) and (3) respectively. The bonds consisted of those which contain traditional donors 

and acceptors such as N ï H and O ï H to O and N, and those which also contained C - H as 

a donor. Geometrical details of the bonds can be found in the supplementary information 

Tables S28 ï S30. Geometric analysis of the hydrogen bonds found in (1) showed no notable 

relationships between the type of bond and hydrogen-acceptor length, donor-acceptor length 

or bond angle. Similar analysis of (3) found that OéH bonds have longer hydrogen to 

acceptor distances compared to NéH bonds, however the small number of the latter type of 

bond (2) may bring this conclusion to doubt. Hydrogen -hydrogen bonds as described by 

Bader et al.27, were also found in the structures of (1) and (3) with 4 bonds found in each. In 

both cases, most hydrogen bonds were directed towards the centre of the ring, somewhat 

unsurprisingly considering the direction of the amine and amide hydrogens within the 

macrocycle.   

According to Koch et al.28, hydrogen bonds are characterized by relatively low ɟbcp 

and positive ɳ 2ɟbcp. Topological analysis of the hydrogen bonds was carried out for the MM 

model, while DFT was also used to analyse the intramolecular bonds in (1) and (3). A total of 

8 and 15 intramolecular hydrogen bonds were found in (1) and (3) respectively.  



The binding energies of the hydrogen bonds were calculated by applying the method 

developed by Abramov29 and Espinosa30-31, which utilizes ɟbcp and ɳ 2ɟbcp
  to estimate the 

kinetic, potential and total energy density within any given bond and subsequently provide an 

estimation of the strength of the bond. The ratio ïG/V can also be used to estimate covalency 

in H-bonds: a value of between 0.5 and 1 indicates partly covalent character, while a value of 

greater than 1 is considered to be purely non-covalent30. H-bonds can be separated into three 

groups by their strengths; weak H-bonds (EHB < 20 kJ mol-1), moderate strength H-bonds 

(EHB = 20-40 kJ mol-1) and strong H-bonds (EHB > 60 kJ mol-1)32. Details of the hydrogen 

bonds as determined by topological analysis for (3) are reported in Table 2 while similar 

tables for (1) and (2) can be found in the Supplementary Information Tables S31 and S32 

respectively.  

A comparison of the bond strengths calculated between experiment and theory for (1) 

and (3) found that they were in relatively good agreement with mean differences of 

approximately 5 kJ mol-1 and 1.5 kJ mol-1 respectively. In (1), 4 of the hydrogen bonds were 

found to be weak bonds, 12 were found to be of moderate strength and one strong bond (54.5 

kJ mol-1) was found. The location of this strong bond between a macrocyclic oxygen and the 

hydroxyl hydrogen on the ethanol (O(001)-H(001)éO(6)) is the primary interaction which 

holds the ethanol molecule in the centre of the ring. As a result, the strength of the bond is 

unsurprising.   

Both (1) and (3) contain macrocycle-macrocycle intramolecular interactions and these play 

an important role in maintaining the conformation of the ring in both complexes. All of these 

interactions in both complexes are of the form C-H···O. These hydrogen bonds all involve 

aromatic carbon atoms as donors and the carbonyl oxygen on the amide groups as acceptors. 

The bonds are conserved between (1) and (3) with an extra bond C(36)-H(36)···O(6) found in 

(3) due to the rotation of the amide group centred on N(6) as discussed above. The 



geometries of the analogous bonds are very similar with all bonds exhibiting donor to 

acceptor distances of ~2.8 Å and donor-hydrogen-acceptor (DHA) bond angle in the range of 

110-120°. The largest differences in DHA bond angles were seen for the C(11)-H(11)···O(2) 

and C(34)-H(34)···O(5) bonds which had angles of 118.4 and 110.1° in (1) and values if 

111.0 and 116.4° in (3). These minor differences can be attributed to the hydrogen bonding 

involving the amide hydrogens. H(03) and H(04) respectively. In (1), the H(04) atoms is 

bound to the intraannular ethanol and H(03) is involved in intermolecular bonding while in 

(3), both atoms are involved in hydrogen bonding with the barbital molecule. A similar 

situation is seen in a comparison of bond strengths, with all analogous bonds being 

categorized as moderate strength and the extra bond in (3) being considered strong (54.5 

kJmol-1). Minor differecnes in bond strength were seen in the C(9)-H(9)···O(1) and C(11)-

H(11)···O(2) bonds by approximately 10 and 7 kJmol-1 and these can be attributed to the 

different environments these atoms are located in between (1) and (3). 

In the complex (3), 7 hydrogen bonds were found to be weak interactions, 7 were 

found to be of moderate strength and the remainder were strong bonds. One of the other 

strongest bonds in (3), was in a position analogous to that found in (1), between a 

macrocyclic amide oxygen and hydroxyl hydrogen on ethanol, with the conformation also 

appearing to be very similar as the amide has been rotated by approximately 180° in (1). This 

conformation was presumably prevented in (3) due to the interactions with barbital in the 

centre of the ring and is further stabilized via the formation of the intramolecular bond C(36)-

H(36)···O(6) bond with strength of 54.47 kJmol-1. The bonds found in (1) and (3) are one of 

the strongest bonds within their respective structures and lends credence to the hypotheses 

mentioned previously that the ethanol plays a primary role in the rotation of the amide by 

180° with the ethanol being pushed outside the ring in (3) due to the barbital having more 



interactions with the macrocycle results in a more thermodynamically stable and hence 

preferred structure.   

Further analysis of the locations of the bonds and their strength in (3) showed that the 

barbital was held in the centre of the ring by many weak and moderate strength interactions 

rather than a few strong ones. O(1ô), O(2ô) and O(3ô) located on barbital were heavily 

involved in hydrogen bonding. O(1ô) forms a trifurcated hydrogen bond with H(1), H(01)and 

H(06) with bond strengths of 23.34, 19.45 and 19.45 kJ mol-1 respectively. Figures 4a and b 

shows the Laplacian and deformation density maps for O(1ô) respectively and the lone pairs 

can be seen to be clearly polarised towards H(01) and H(06). Interestingly, the strongest bond 

is C(1)-H(1)ĿĿĿO(1ô), as opposed to the remaining two which have N as the donor. The lack 

of lone pair polarization towards H(1) as seen in Figure 4 would suggest the geometry of the 

hydrogen bond plays a role in contributing to its binding energy. The hydrogen and donor to 

acceptor distances for the bond are the shortest of the three while the DHA bond angle is 

significantly less linear compared to the other two bonds (127.7° compared to 165.3 and 

171.3°). This would suggest the distance between donor and acceptor atoms in a hydrogen 

bond are also contributing factors towards the bond dissociation energy.  

Atoms O(2ô) and O(3ô) are also heavily involved in hydrogen bonding with O(2ô) 

forming four hydrogen bonds; two with the macrocycle in the asymmetric unit with H(14A)  

and H(03) and two with another macrocycle in another asymmetric unit with H(29A) and 

H(31A). The bonds with H(03ô) and H(14A) within the asymmetric unit have DHA angles of 

99.7 and 121.8° respectively and both have a strength of 11.67 kJmol-1. This is in contract to 

the two hydrogen bonds formed with H(31A) and H(29A) outside of the asymmetric unit 

which have DHA angles of 158.0 and 142.3° respectively and strengths of 15.56 and 4.60 

kJmol-1. The less linear DHA angle values may be due to buckling of the ring and barbital 

molecules and unsurprisingly, the donor to acceptor distance of these two hydrogen bonds are 



shorter. O(3ô) is involved in two hydrogen bonds. The bonds with H(04) is strong (66.14 kJ 

mol-1) while the intermolecular hydrogen bond formed with H(19) is weak (7.78 kJ mol-1). 

The disparity in strength between these two bonds can be attributed to the significantly 

shorter donor and hydrogen to acceptor distances of the N(4)-H(04)···O(3') bond (2.816 and 

1.835 Å respectively) compared to C(19)-H(19)···O(3') (3.451 and 2.569 Å respectively) and 

the former bond being much more linear with a DHA angle value of 163.1° compared to 

138.3°.  

These two oxygen atoms on opposing sides of the barbital molecule play a key role in 

anchoring the barbital molecule to the centre of the macrocycle. The strong hydrogen bonds 

formed by O(3ô) play a main role while the weaker bonds formed by O(2ô) help to stabilise 

the interaction. Additionally, the weak intermolecular bonds formed by both atoms help to 

maintain the packing within the crystal lattice. Figures 5a and b show topological maps of 

O(3ô). The lone pair directed towards the macrocycle is significantly more polarised than its 

counterpart aimed at the weaker interaction with H(19) and helps to explain the significant 

disparity in bond strength. Atoms H(B1) and H(B2) also formed moderate strength hydrogen 

bonds (38.91 kJ mol-1) with N(2) and N(5) respectively and these interactions further helped 

to stabilise the barbital molecule within the macrocycle.  

 

 

 

 

 



Table 2: Topological analysis of hydrogen bonding in (3). Standard uncertainties have been 

omitted for clarity.  They are closely scattered around 0.02 eÅ-3 (rbcp) and 0.05 eÅ-5 (Ð2rbcp). 

  r Ð2r Ů dH···bcp dA···bcp 

 

G V H EHB 

 /eÅ-3 /eÅ-5 (Å) (Å)  /Eh 

eÅ-3 

/Eh eÅ-

3 

/Eh eÅ-3 / kJ mol-1 

Intramolecular  

Macrocycle ï macrocycle interactions 

C(9)-H(9)···O(1) 0.159 2.11 0.04 0.885 1.260 0.14 -0.12 0.01 46.69 

C(11)-H(11)···O(2) 0.121 1.51 0.33 1.038 1.333 0.09 -0.08 0.01 31.12 

C(34)-H(34)···O(5) 0.116 1.50 0.15 0.988 1.331 0.09 -0.08 0.01 31.12 

C(36)-H(36)···O(6) 0.169 2.30 0.02 0.836 1.253 0.15 -0.14 0.01 54.47 

Macrocycle ï barbital interactions 

N(1ô)-H(B1)···N(2) 0.114 2.32 0.05 0.699 1.358 0.13 -0.10 0.03 38.91 

N(2ô)-H(B2)···N(5) 0.111 2.61 0.02 0.663 1.356 0.14 -0.10 0.04 38.91 

N(4)-H(04)···O(3') 0.185 3.08 0.01 0.645 1.195 0.19 -0.17 0.02 66.14 

N(1)-H(01)ĿĿĿO(1ô) 0.079 1.23 0.09 0.856 1.376 0.07 -0.05 0.02 19.45 

N(6)-H(06)ĿĿĿO(1ô) 0.076 1.23 0.12 0.850 1.390 0.07 -0.05 0.02 19.45 

C(1)-H(1)ĿĿĿO(1ô) 0.097 1.31 0.16 0.965 1.327 0.08 -0.06 0.01 23.34 

N(3)-H(03)ĿĿĿO(2ô) 0.066 0.86 0.28 1.350 1.442 0.05 -0.03 0.01 11.67 

C(14)-H(14A)ĿĿĿO(2ô) 0.054 0.66 1.00 1.212 1.472 0.04 -0.03 0.01 11.67 

Macrocycle ï ethanol interactions 

O(1S)-H(OS1)···O(6) 0.157 4.99 0.06 0.609 1.182 0.27 -0.19 0.08 73.92 

 

Intermolecular  

C(19)-H(19)···O(3')#a  0.036 0.535 0.32 1.128 1.517 0.03 -0.02 0.01 7.78 

C(31)-H(31A)···O(2') 

#b 

0.055 1.105 0.15 0.904 1.410 0.06 -0.04 0.02 15.56 

N(3)-H(03)···O(1S) #a 0.195 2.642 0.04 0.674 1.189 0.18 -0.17 0.01 66.14 

C(29)-H(29A)···O(2') 

#b 

0.023 0.38 0.29 1.092 1.637 0.02 -0.01 0.01 4.6 

#Symmetry operators used to define atoms: ax, y-1, z; bx+1, y, z 

 



  

(a) (b) 

Figure 4: -ᶯ2ɟbcp and deformation density diagrams showing the trifurcated O(1ô) atom in hydrogen bonding in 

(3).  

 

  

(a) (b) 

Figure 5: -ᶯ2ɟbcp and deformation density diagrams showing O(3ô) involved in hydrogen bonding in (3). 

 



Hirshf eld surfaces 

Three dimensional Hirshfeld surfaces and corresponding two dimensional fingerprint 

plots were generated using the CrystalExplorer program 33. The Hirshfeld surface first 

introduced by Spackman34 is a method to represent the electron density around a molecule by 

utilising the stockholder partitioning scheme originally introduced by Hirshfeld35. It should 

be noted that these surfaces are calculated from the IAM density as opposed to a charge 

density distribution. As a result, conclusions drawn from these surfaces regarding the types of 

weak interactions present may not be in complete agreement with those obtained in 

topological analysis as discussed above. Nevertheless, the Hirshfeld surfaces and associated 

fingerprint plots provides valuable information regarding the types of interactions present 

within a system. Hirshfeld surfaces allow visualisation of the space occupied by the electron 

density based on the van Der waals radii. di refers to the distance from the surface to the 

closest nucleus within the surface while de refers to the same distance to the closest nucleus 

outside the surface. The red regions on the surface represent areas where weak interactions 

are most likely to form. Figures 6a and b show anterior and posterior views of the Hirshfeld 

surfaces for (1). Similarly, Figures 7a and b shows anterior and posterior views of the 

Hirshfeld surface for (3). Hirshfeld surfaces for (2) can be found in Supplementary 

Information Figure S7. In Figure 6a, the red regions within the macrocycle are located on 

regions where the ethanolic oxygen interacts with the nitrogen atoms. Figure 7a shows a 

similar situation, however the higher degree of complementarity between barbital and 

macrocyle is reflected in the red regions on the macrocycleôs Hirshfeld surface surrounding 

the barbital ring corresponding to the macrocycle-barbital hydrogen bonds discussed above. 

Fingerprint plots of all systems was also generated and detailed plots for (1) and (3) can be 

found in Figures 8 and 9. Fingerprint plots for (2) can be found in the Supplementary 

Information Figure S8. For (1), O···H and N···H interactions accounted for 15.1 and 8.6% of 



all weak interactions present and is in accordance with the hydrogen bonds reported above. 

The remaining C···C, C···H and H···H interactions dominated the weak interactions present 

in the form of dispersive interactions and is attributed to crystal packing where the rings are 

stacked on top of each other. Analysis of the fingerprint plots of (3) found similarities to (1) 

with all interactions contributing similar amount except for N···H interactions. Interestingly, 

the N···H interactions account for less interactions in (3) compared to (1) (4.1% vs 8.6% 

respectively) even though there appears to be more of these interactions in (3) due to the 

complementarity between the barbital molecule and macrocycle. This may be due to the extra 

interactions formed by nitrile N(01) in (1). In (2), O···H and H···H interactions accounted for 

most weak interactions contributing to 45.2 and 50.1% of the fingerprint plots respectively 

and is attributed to the intermolecular hydrogen bond and the anti-parallel packing in the 

crystal lattice.  The analogous plots for (2) can be found in the supplementary information 

Figures S8a-e. 

 



 

(a) 

 

(b) 

Figure 6: Hirshfeld surface for (1). 



 

(a) 

 

(b) 

Figure 7: Hirshfeld surface for (3). 

 


