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Abstract—For image retrieval methods based on bag of visual words, much attention has been paid to enhancing the discriminative powers of the local features. Although retrieved images are usually similar to a query in minutiae, they may be significantly different from a semantic perspective, which can be effectively distinguished by convolutional neural networks (CNN). Such images should not be considered as relevant pairs. To tackle this problem, we propose to construct a dynamic match kernel by adaptively calculating the matching thresholds between query and candidate images based on the pairwise distance among deep CNN features. In contrast to the typical static match kernel which is independent to the global appearance of retrieved images, the dynamic one leverages the semantical similarity as a constraint for determining the matches. Accordingly, we propose a semantic-constrained retrieval framework by incorporating the dynamic match kernel, which focuses on matched patches between relevant images and filters out the ones for irrelevant pairs. Furthermore, we demonstrate that the proposed kernel complements recent methods such as Hamming embedding, multiple assignment, local descriptors aggregation and graph-based re-ranking, while it outperforms the static one under various settings on off-the-shelf evaluation metrics. We also propose to evaluate the matched patches both quantitatively and qualitatively. Extensive experiments on five benchmark datasets and large-scale distractors validate the merits of the proposed method against the state-of-the-art methods for image retrieval.
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I. INTRODUCTION

Recent years have witnessed significant advances in content based image retrieval (CBIR) [1], [2] with numerous applications. The goal of CBIR is to efficiently find the most relevant images of the given query from a huge amount of candidate corpus [3]. Different lines of existing retrieval frameworks calculate their search criteria with different image representing and indexing schemes. For representing the query and candidate images, both local features which are robust to depict low-level image contents, and global attributes reflecting semantical meanings, are independently well exploited. For instance, the state-of-the-art bag-of-words (BoW) model [4], [5] uses local descriptors to encode image regions of interest, e.g., SIFT [6] and color names [7]. Recently, visual features derived from a convolutional neural network (CNN) are leveraged to enhance the discriminative capacity of the retrieval system [8], [9], where off-the-shelf CNN features are extracted from pre-trained models and used as a generic image representation to tackle image retrieval problems. The Hamming embedding (HE) based algorithms construct an inverted index file with a codebook quantizing the local descriptors into visual words, and images are matched using a weighted similarity function [10], [11] constrained by a given threshold. In addition, various post-processing methods [12]–[15] have been developed to refine the relevance of retrieved images.

Given query and candidate images, the traditional local-based CBIR framework first detects local interest patches of each image. Then, it discovers all matched pairs by determining whether the distance between two patches is less than a given and fixed threshold [4]. The similarity score between the query and each candidate image is calculated as the quantity of matched components, followed by ranking the candidate images of this query accordingly [17]. Therefore, determining the number of matches between a pair of images is crucial for an effective retrieval system, which can be significantly influenced by the value of the selected threshold.

However, images of the same object or scene which should be considered to be similar may have variations due to various factors, e.g., different illuminations or views. Also, since the traditional BoW model does not consider the spatial structure of local patches and loses information during quantization [18], non-relevant images might share many local descriptors e.g., sharing blue sky by birds and planes, which may lead to false positive matches [19]. Therefore, traditional local-based static matching methods with a fixed threshold can hardly be optimal for various applications [4].
the retrieval framework should not only search for candidates sharing similar local contents but also encourage a fusion of constraint on their semantic similarities.

Deep CNNs provide discriminative features which are widely used in the vision community [20], [21]. The features from a high-level layer of a CNN model is effective at capturing a compact and holistic representation of an image. Inspired by the independent successes of local-based matching schemes and deep representations using CNNs, in this paper we propose a semantic-constrained retrieval framework to merge the advantages of both modules, which is expected to explore the shared similarity structures of both local and global representations. Specifically, we first calculate the semantic distance between two samples via high-level layers of a CNN model [22], together with the Hamming distance using a local descriptor. Then, we conduct an adaptive transformation on the global semantic distance to combine both cues of low-level image contents and semantical meanings. Consequently, we construct a dynamic match kernel for each query image to detect the matched candidates, which focuses on the positive matches and filters out the negative ones. Fig. 1 shows several examples of retrieved images based on the static match kernel (left) and the proposed dynamic one (right).

The contributions of this work are summarized as follows. First, rather than fixing the threshold when detecting the matched patches, we propose to calculate an adaptive threshold for each image pair according to the global similarity derived from deep CNN representations. For each query, the dynamic match kernel incorporates a relative similarity (reflected by semantic distance) among all candidates, which can be effectively measured by off-the-shelf deep CNN models. It provides a preference on allowing more local matches for relevant candidates, while rejecting most matches for irrelevant ones. Then, based on the dynamic match kernel, we propose a semantic-constrained retrieval framework which leverages both the local features describing low-level image contents and the global similarities reflecting semantic meanings. Extensive experiments on five benchmark datasets, i.e., Holidays [4], UKBench [16], Paris6K [23], Oxford5K [5] and DupImages [24], show that the proposed dynamic match kernel outperforms the state-of-the-art methods with static ones. We also conduct experiments on large-scale distractors which combine the aforementioned datasets with 1 million [25] or 100 thousand [5] images and validate the generality of the proposed method.

II. RELATED WORK AND PROBLEM CONTEXT

To put this work in context, we review the methods most relevant to the proposed algorithm regarding match kernels based on local descriptors [26], [27], as well as retrieval approaches using deep features [8], [28]. We also review several hybrid methods in this section.

A. Static Match Kernels with Local Descriptors

Numerous image retrieval methods based on local descriptors have been proposed [29], [30]. Image retrieval methods typically contain four components including feature extraction, quantization, indexing, and ranking [31]–[35], where most works concentrate on the improvement of feature extraction and the indexing scheme.

In particular, Niëstér and Stewénius [16] use a visual vocabulary tree to hierarchically quantize SIFT features [6] into visual words. A local descriptor is assigned to its nearest $k$ visual word, and the corresponding term frequency with image label is stored in the entry [31]. The hierarchical construction of the visual vocabulary tree facilitates storing a large amount of visual words and efficient search. However, detailed information of local features is not retained since choosing $k$ is a compromise between efficiency and the quality of the descriptors [4]. To handle this problem, Jégou et al. [4] propose the Hamming Embedding method which uses a random matrix to encode the position of each descriptor within the Voronoi cells. Specifically, local descriptors are projected onto another space with a random matrix and binarized by the mean value learned from a training dataset. The similarity between a query and each candidate image in the database is computed by counting the matched local patches of both images weighted with the TF-IDF frequency. To determine whether the matching exists between a pair of patches, a static match kernel is employed which returns true if the distance between two patches is less than a given and fixed threshold.

Recently, Tolias et al. [36] aggregate local descriptors which are assigned to the same visual word into a single vector, and binarize it using the Hamming embedding scheme [4]. Here, aggregation denotes that all local descriptors assigned to the same visual word are averaged. Experimental results show that aggregation is critical in image retrieval as it encodes local descriptors effectively and removes noise [36]. Both texture and color cues have been used for image retrieval [18]. Local regions where both texture and color cues are sufficiently close are considered as a true match by incorporating two Kronecker delta function with SIFT and color name (CN) [7] descriptors.

B. Image Retrieval with Deep Convolutional Features

In recent years, several methods have exploited deep CNNs for image retrieval [37]–[40], thanks to their excellent property of capturing semantics and forming discriminative high-level representations which are robust to natural variations. Babenko et al. [41] extensively evaluate the performance of deep features. A descriptor of each image is extracted using a CNN model with fine-tuning and compressed using principal component analysis. Experimental results show that the neural codes outperform numerous state-of-the-art hand-crafted features for image retrieval. Gong et al. [42] concatenate the activations of a fully-connected layer with the vector of locally aggregated descriptors (VLAD) coding scheme applied to local patch responses at finer scales. Retrieval is performed using the Euclidean distance of the feature vectors. In contrast, Razavian et al. [43] extract activations from different resolutions and positions and find the minimum distance match between each query sub-patch and reference image sub-patch. Retrieved results are ranked by the average distance of the query sub-patch matches for each database image. Paulin et al. [44] detect regions by the Hessian-Affine detector [45].
Deep features are extracted from the affine normalized regions using convolutional kernel networks [46], and aggregated with the VLAD scheme. Recently, Babenko and Lempitsky [47] evaluated aggregation approaches for the output of the last layer of a deep network for image retrieval. They found the sum pooling method to work best.

As discussed, most recent methods use deep features for image retrieval in two ways. On one hand, a large number of image patches are fed into the CNN model for feature extraction [48] followed by the traditional indexing framework to finish the retrieval. Alternatively, the global features are extracted [49] in a single pass using pre-trained or fine-tuned CNN models followed by the approximate nearest neighbor method to generate the ranking result. Different from the previous works, we employ deep features to estimate the global semantic distance between images and use the adaptive threshold to construct dynamic match kernels. The dynamic threshold for each image pair can be considered as a semantic prior for the prediction of whether the two images are relevant or not.

C. Image Retrieval with Hybrid CNN-SIFT Features

There are several methods using both CNN features and SIFT features. Zhang et al. [50] propose a semantic-aware co-indexing scheme to fuse two cues into the inverted indexes: the SIFT features for delineating low-level image contents and the deep CNN features for revealing image semantic similarity. They use the semantic attributes to enrich the discriminative descriptors by inserting semantically similar images into the initial inverted index set built with SIFT features. Recently, Zhou et al. [3] construct an image retrieval scheme which improves the indexing ability of both a SIFT feature based module and a CNN [20] feature based module. They define separate codebooks for the two modules, and propose a collaborative index embedding algorithm in which two images should become more similar in one feature space if they are neighbors in the other feature space. This is achieved by modifying the positions of images in the feature space, alternating optimization in the two spaces. After enhancing the indexing ability of both high-level and low-level features, the embedded CNN index is used to generate the result of the retrieval. Generally, these methods preserve the indexing schemes of both SIFT and CNN features to enhance each other iteratively, which lead to a heavy burden for calculation. In this paper, we use the CNN features to calculate the dynamic threshold between image pairs. Meanwhile, we only employ the SIFT feature based indexing scheme which is constrained with the dynamic threshold generated from deep features. As a result, the proposed method is still efficient for retrieval although we consider both SIFT and CNN features, which is also validated in the experiments.

III. SEMANTIC-CONSTRAINED IMAGE RETRIEVAL

Given a query image $I_q$ and a database $D$, the goal of content-based image retrieval (CBIR) is to estimate a ranking of candidate images based on their visual similarity with the query. We denote the candidate images as either relevant or irrelevant to the query image in the remainder. In this section, we first briefly review the traditional retrieval method followed by illustrating the proposed dynamic match kernel and the semantic-constrained retrieval framework.

A. Baseline Framework for Image Retrieval

1) BoW model based method: For determining the match of each candidate image $I_c$, a BoW system first detects the local interest regions for both $I_q$ and $I_c$, i.e., $\{x_i\}_{i=1}^{n_q} \in I_q$ and $\{y_j\}_{j=1}^{n_c} \in I_c$, where $n_q$ and $n_c$ denote the number of patches for the query and candidate image, respectively. Then, the system represents each patch using the SIFT descriptor, followed by vector-quantization, e.g., Hamming code [4], using a large-scale visual vocabulary which aims to generate
a distinctive signature of each local region. After that, it calculates the ranking of candidate images using a similarity metric on the obtained signatures. Specifically, a similarity score \( S(I_q, I_c) \) is computed as the quantity of matched patches between \( I_q \) and \( I_c \), i.e.,

\[
S(I_q, I_c) = \sum_{x_i \in I_q} \sum_{y_j \in I_c} M_{sta}(x_i, y_j) \times f_{TF-IDF}(x_i, y_j),
\]

where \( f_{TF-IDF}(x_i, y_j) \) is the TF-IDF weights of \( x_i \) and \( y_j \). Here, \( h_t \) denotes a fixed threshold which is given as a prior and \( M_{sta}() \) denotes the static match kernel defined as:

\[
M_{sta}(x, y) = \begin{cases} 
\delta(v(x), v(y)), & h_t(b_x, b_y) \leq h_t, \\
0, & \text{otherwise},
\end{cases}
\]

where \( v(\cdot) \) is a quantization function for local descriptors and \( \delta \) is the Kronecker delta function. In addition, \( b_x \) and \( b_y \) denote the binarized vectors of \( x \) and \( y \), respectively. The Hamming distance \( h_t(b_x, b_y) \) is computed between the binarized features \( b_x \) and \( b_y \), and \( h_t \) is a given threshold so that \( 0 \leq h_t \leq l_h \) where \( l_h \) denotes the length of Hamming code of a local descriptor in the inverted table. Finally, \( S(I_q, I_c) \) is used to rank the candidate images for \( I_q \) [17].

2) Semantic Representation: To measure the semantic distance between query and candidate images, we adopt a compact and holistic representation derived from a deep CNN model [20], which is composed of five sequential convolutional layers followed by three fully connected layers. The employed CNN model is pre-trained on the ImageNet dataset, which takes color images as input and outputs a feature vector \( z \in \mathbb{R}^{4096} \) from the fully connected layers. Then, we translate \( z \) into a unit vector \( \hat{z} \) via the \( \ell_2 \)-normalization, i.e.,

\[
\hat{z}_i = \frac{z_i}{\sqrt{\sum_{i=1}^{4096} z_i^2}},
\]

where each \( z_i \) denotes the \( i \)-th entry of \( z \).

B. Dynamic Match Kernel

We construct the dynamic match kernel in this subsection. Eq. 1 demonstrates that the match kernel plays a pivotal role in measuring image similarity. Given a set of local descriptors for both query \( I_q \) and a retrieved image \( I_c \), i.e., \( \{x_i\}_{i=1}^{n_q} \in I_q \) and \( \{y_j\}_{j=1}^{n_c} \in I_c \), the traditional CBIR framework matches image patches by determining whether a distance \( d(x, y) \) is less than a given and fixed threshold \( h_t \) [4]. However, a static match kernel with \( h_t \) fixed can hardly be optimal for different applications with different illuminations or views since the given threshold is independent of the holistic relationship between local patches.

To tackle this problem, we propose to construct a dynamic match kernel with an adaptive threshold, which is calculated based on the semantic distance between \( I_q \) and each \( I_c \). Specifically, for a given query \( I_q \) and each candidate image \( I_c \), we extract their deep representations from CNN model as stated in Sec. III-A2, i.e., \( z_q \) and \( z_c \), respectively. We then apply \( \ell_2 \)-normalization using Eq. 3 to generate \( \hat{z}_q \) and \( \hat{z}_c \), followed by calculating the semantic distance \( d_s \) as follows:

\[
d_s = \|\hat{z}_q - \hat{z}_c\|_2.
\]

Then, to bridge the gap between the different domains, i.e.,
the Hamming and semantic distances, we design the following transformation system with both linear and non-linear operations to calculate the adaptive threshold $h_t(d_s)$:

$$h_t(d_s) = \lambda \times l_H \times e^{-\frac{d_s}{\lambda}},$$

where $l_H$ is the length of Hamming code of a local descriptor in the inverted table, and $\lambda > 0$ is a scaling parameter of the dynamic threshold. We apply the non-linear exponential operation on $-\frac{d_s}{\lambda}$ to map the Euclidean distance into the exponent space with lower growth rate, since we have $-\frac{d_s}{\lambda} \leq 0$.

We evaluate the parameter $\lambda$ through experiments to linearly control the scale of $h_t(d_s)$, of which the robustness is validated in Section IV-B. Accordingly, for interest patches $x \in I_q$ and $y \in I_c$, we propose the dynamic match kernel $M_{dyn}(x, y)$ defined as:

$$M_{dyn}(x, y) = \begin{cases} \delta_{v(x), v(y)} \cdot f_s(h(b_x, b_y)), & h(b_x, b_y) \leq h_t(d_s), \\ 0, & \text{otherwise}, \end{cases}$$

where $d_s$ denotes the semantic distance calculated by Eq. 4 and $h_t(d_s)$ denotes the adaptive threshold calculated by Eq. 5.

We denote the matches between relevant and irrelevant images to be positive and negative matches, respectively. The adaptive threshold calculated based on the holistic deep representations incorporates the relationship between the semantics of the candidate image and the query. For each pair of images, a smaller $d_s$ denotes that the two images are more semantically relevant, which leads to a larger value of the adaptive threshold $h_t(d_s)$ in Eq. 5. Consequently, the dynamic match kernel enlarges the quantitative gap between positive and negative matches, which leads to a better performance than the static match kernel.

Fig. 2 shows how the dynamic match kernels affect the number of matched local regions against the static one. Given the query image in the middle of each row, we show the number of matched patches using both kernels on relevant (left) and irrelevant (right) images. For the static match kernel, we use the default value $h_s = 64$ in prior work [4]. Note we verify the effectiveness of the static threshold in Section IV-B. We can see from the first row of Fig. 2 that more negative matches are found than positive ones with the static match kernel. In contrast, according to the semantic variation detected by deep representations, we compute different thresholds $h_t(d_s)$ for the relevant and irrelevant images using Eq. 5, i.e., $h_t(d_s) = 65$ and $h_t(d_s) = 40$, respectively. As a result, the number of non-zero matches for $S(I_q, I_c)$ tends to increase if $I_c$ is relevant to $I_q$ and decrease otherwise. Meanwhile, since the majority of the database is irrelevant to the query, it simplifies the calculation due to the significant reduction of the feature matches.

C. Semantic-Constrained Image Retrieval Algorithm

Fig. 3 and Algorithm 1 depict the main steps of the proposed semantic-constrained retrieval algorithm. For a retrieval task, the SIFT features of local regions are extracted first from both query and database images, then the Hamming distance $h(b_x, b_y)$ is calculated as described in Section III-A1. Simultaneously, we train a neural network and the transformation system in Eq. 5 to construct an adaptive threshold $h_t(d_s)$ for each query. We use the CNN model [20] trained on the ImageNet dataset to extract semantic features. The semantic distance $d_s$ between two images is the squared Euclidean distance after $l_2$-normalization. For each pair of images, a smaller $d_s$ denotes that the two images are more semantically relevant, which leads to a larger value of the adaptive threshold $h_t(d_s)$ in Eq. 5. We then construct the dynamic match kernel $M_{dyn}(\cdot, \cdot)$ using Eq. 6 followed by calculating the similarity score via:

$$S(I_q, I_c) = \sum_{x_i \in I_q, y_j \in I_c} M_{dyn}(x_i, y_j) \times f_{TF-IDF}(x_i, y_j).$$

Here, $M_{dyn}(\cdot, \cdot)$ integrates global and pairwise semantic relations between the query and candidate images, which is considered as a constraint on the similarity estimation. Finally, for each $I_c$ in the database $D$, we calculate the ranking order $r_q$ by:

$$r_i = \text{SORT}(I_i || D),$$

where $\text{SORT}(A | A)$ denotes a function which returns the ranked index of $a$ against $A$.

D. Evaluation Metrics on Positive Matches

In this work, we use the state-of-the-art match function [36] in Eq. 2, i.e., the static match kernel, as the baseline. For validating the effectiveness of the proposed dynamic match kernel, which induces the large gap between the number/score of the positive and negative matches, we propose to evaluate the corresponding feature matches both quantitatively and qualitatively.

1) Average Quantity of Feature Matches: Given $m$ query images $\{I_q^m\}_{m=1}^M$, we define the average score as $Q = \frac{1}{m} \sum_{i=1}^{M} Q_i$, where $Q_i$ is the quantity score of the matched patches for $I_q^m$ calculated by:

$$Q_i = \frac{\sum_{j=1}^{K_i} n_{i,j}^+}{\sum_{j=1}^{K_i} n_{i,j}^- + \sum_{j=1}^{K_i} n_{i,j}^+}.\quad (9)$$

Here, $K_i$ is the number of relevant images of $I_q^m$ in the database, and we select the top $K_i$ irrelevant images from the rank list to be negative samples. For easy illustration, we assign temporary indexes ranging from 1 to $K_i$ for both the
relevant images and the selected irrelevant images. Therefore, \( n_{i,j}^+ \) denotes the number of matches in the \( j \)-th relevant image for the query image \( I_q^i \), and \( n_{i,j}^- \) is the number of matches in the \( j \)-th irrelevant image. As a result, a larger \( Q \) represents more positive matches determined by Eq. 1 and Eq. 7, which improves the performance of image retrieval.

2) Average Quality of Feature Matches: Similarly, we define the average quality score as \( P = \frac{1}{m} \sum_{i=1}^{m} P_i \), where each \( P_i \) for a query \( I_q^i \) is calculated by

\[
P_i = \frac{\sum_{j=1}^{K} n_{i,j}^+ - \sum_{j=1}^{K} n_{i,j}^-}{\sum_{j=1}^{K} n_{i,j}^+}, \tag{10}
\]

where \( \bar{M}_{i,j}^+ \) is the mean matching score of the matches in the \( j \)-th relevant image, and \( \bar{M}_{i,j}^- \) is the mean match score of the matches in the \( j \)-th irrelevant image. A larger \( P \) implies that more positive matches occurred with higher match scores.

We note that the proposed two evaluation metrics are calculated directly with the number and quality of positive and negative matches, which are comprehensive and critical for the performance of a retrieval system. The proportion of positive matches among the whole set reflects the accuracy of a matching system. Meanwhile, higher \( Q \) and \( P \) with smaller denominators indicates both better efficiency and effectiveness of the retrieval framework.

Fig. 4(a) shows that on all five datasets, the proportion of positive matches obtained with the proposed dynamic match kernel increases significantly in most cases compared to that obtained by the static match kernel, which in turn improves the similarity scores of relevant images (See Section IV). Meanwhile, Fig. 4(b) shows that the average quality score of the feature matches is also increased when the proposed dynamic match kernel is used. These results demonstrate the effectiveness of the proposed match kernel both quantitatively and qualitatively.

We further examine the distributions of \( Q_i \) and \( P_i \) on all benchmark datasets and analyze the contribution of the dynamic match kernel. Fig. 5(a) and 5(b) demonstrate that curves for both \( Q_i \) and \( P_i \) with the dynamic match kernel shift to the right, which means more positive matches are included while most negative ones are excluded in our system. Note that, as defined in Eq. 9 and Eq. 10, \( Q_i \) and \( P_i \) represent the proportion of positive matches and scores, respectively. Hence, with other well-designed modules (e.g., ranking), a retrieval method using the proposed dynamic match kernel will be further enhanced with more positive matches and fewer negative ones.

In Fig. 5(c), we present the histogram of matches between image pairs with or without applying the dynamic match kernel. The experiments are conducted on the combination of the Holidays and 100K distractors dataset from Flickr website. The curves indicate that the overall number of matches reduces drastically by applying the proposed dynamic match kernel, which makes the calculation of similarity more efficient. Specifically, most image pairs have less than 5 matches according to the dynamic match kernel, since most images in the database are irrelevant to the query, e.g., in Holidays+100K dataset, 2 images are relevant to each query and 101488 images are irrelevant. As a contrast, there are about half of the image pairs with 10 to 1000 feature matches when static match kernel is applied. Therefore, it turns out that the proposed dynamic threshold filters most of the negative matches.

IV. EXPERIMENTAL RESULTS AND ANALYSIS

A. Setup

1) Datasets and Evaluation Metrics: We evaluate the proposed algorithm against the state-of-the-art image retrieval
methods on the following five benchmark datasets: Holidays [4], UKBench [16], Paris6K [23], Oxford5K [5] and DupImages [24]. The performance on all datasets can be measured by the mean average precision (mAP) [31] expressed as percentages, where the UKBench dataset can also be evaluated using the N-S score (maximum 4) [52].

We also combine three benchmark datasets with large sets of distractors to evaluate the generality ability of the proposed approach. Following the previous literature [1], [53], for the holidays dataset, we merged it with MIR Flickr 1M (1 million) images [25], so that the size of the final dataset is 1,001, 491. For Paris6K and Oxford5K, we added 100K (100 thousands) distractors as in [5]. The features of the distractors are extracted in the same manner as for the benchmark datasets which will be inserted into the inverted file system.

2) Local Features: Unless stated otherwise, we first use the modified Hessian-Affine detector similar to the work proposed by Perdoch et al. [54] with default parameters to detect regions of interest. Then, SIFT features are collected from the detected regions. As the root-SIFT descriptors have been demonstrated to perform well, we use component-wise square-root and $\ell_2$-normalization in the experiments.

3) Vocabularies: The Approximate K-Means method [5] is used to generate visual words. The vocabulary size is 65K in all datasets except for DupImages in which the vocabulary size is set to 4K [18]. For the Holidays, Oxford5K and Paris6K datasets, the vocabularies are trained using an independent dataset from Flickr as was done in prior work [51].

4) Multiple Assignment: We employ the multiple assignment (MA) scheme [4] in which the 5 nearest neighbors of a query descriptor are used.

5) Aggregation: We employ the aggregation operation proposed by Tolias et al. [36], where local features with a same visual word are aggregated into a single descriptor. For an arbitrary image, if the set of local features $\{x_{i,j}\}_{i=1}^{n_j}$ are all assigned to the visual word $v_j$, then we simply aggregate those local features into a single feature $\bar{x} = \frac{1}{n_j}\sum_{i=1}^{n_j} x_{i,j}$.

6) Hamming Embedding: We employ HE [4] to compress local features into binary codes. Concretely, considering an arbitrary local feature $x$ and its corresponding projection $z$, if $x$ is assigned to the visual word $v_j$, then each entry of the corresponding Hamming code $b$ satisfies that $b_i = 1$ if $z_i > \tau_{ij}$, and 0 otherwise. Here, the parameter $\tau_{ij}$ denotes the $i$-th mean value of the visual word $v_j$, which is learned from the training dataset.

7) Deep Features: The AlexNet [20] pre-trained on ImageNet [55] is employed to extract deep semantic features. Features are extracted from the fully-connected layer without aggregation or additional transformations, and the dimension of the deep features is 4096. We apply $\ell_2$-normalization on deep features as empirically it performs well for image retrieval.

8) Performance of Comparative Methods: For the tables in Sections IV-D, IV-E and IV-F, the results are derived from either the original papers or our evaluation with released codes. For the latter, we employ the same baseline framework as used in the proposed method unless stated otherwise, and replace the corresponding operation for fair comparison. We employ the same architecture and parameters as reported in the original paper.

B. Impact of Parameters

1) Parameter $\lambda$: We first evaluate the effect of parameter $\lambda$ in Eq. 5. The parameter $\lambda$ induces a linear scaling of the dynamic threshold $h_t(d_a)$, by which the semantic and the Hamming distance are projected into a common subspace. As shown in Fig. 6(a), the proposed method performs well within a wide range of $\lambda$ values on three benchmark datasets, which indicates that the transformation process is robust. We set $\lambda = 0.6$ in all the experiments for performance evaluation against the state-of-the-art methods.

2) Parameter $h_t$: We then evaluate the effect of parameter $h_t$ for static match kernel in Eq. 2. Fig. 6(b) shows that the performance of the static match kernel rises rapidly when $h_t$ increases from 0 to 40. Once it is beyond 40, the performance becomes stable. Considering both the consistency with previous work [4], [18], [36] and the effectiveness of our experiments, we set $h_t = 64$ for the static match kernel.

3) Different layers in CNN: Deep features are used to calculate the semantic distance followed by constructing the dynamic match kernel for each query. To select a better
representation for measuring the distance, we evaluate features extracted from different fully-connected layers in the CNN model. Table I demonstrates that the results using features from layer $fc_7$ are better than those using $fc_6$ or $fc_8$. These experimental results are consistent with the findings in prior work where features from layer $fc_7$ are shown to perform better than those using other fully-connected layers. We extract features from the $fc_7$ layer in the rest of the experiments.

### C. Effectiveness of Dynamic Match Kernel

In this subsection, we demonstrate the significant influence of incorporating semantic representations for retrieval in Fig. 7, followed by validating the effectiveness of the proposed dynamic match kernel against the static one in Table II.

Fig. 7 visualizes an example when performing retrieval on the Holidays dataset, and compares the quantitative results with both static and dynamic thresholds. Note that the latter incorporates the semantic information into the indexing system. The figure shows the effectiveness of the dynamic threshold derived from the semantic representations against the static one in three ways.

First, the adaptive threshold calculated from the semantic distance using Eq. 5 reflects the visual similarity between the query and candidate images. The thresholds of all relevant images are larger than those of irrelevant images, which produces a positive bias on determining the matching relationships. Consequently, the proposed semantic-constrained retrieval framework not only detects the relevant candidates as the most closely related results, but provides a favorable rank on several negative candidates which are labeled as irrelevant but look semantically similar to the query. For example, the third irrelevant image with boat and trees is ranked as a top candidate by the proposed method, while the static threshold based framework prefers the first irrelevant image due to the similar local patches such as the sky.

Second, by mapping the semantic and Hamming distances into a common subspace, the number of matches is consistent with the global similarity between two images, i.e., relevant candidates have more local matches than others.

Third, as discussed in Section III-D, the adaptive thresholds for all candidates are smaller than the fixed ones, which eliminates most redundant matches and accelerates the indexing procedure, especially for irrelevant images.

We also calculate the $Q$ and $P$ of the selected query image as defined in Eq. 9 and Eq. 10, respectively. We have $Q = 0.306$ and $P = 0.458$ with static match kernel, while $Q = 0.779$ and $P = 0.874$ with the proposed dynamic match kernel. The dynamic match kernel produces better matching

<table>
<thead>
<tr>
<th>Kernel</th>
<th>BoW</th>
<th>MA</th>
<th>AGG</th>
<th>RR</th>
<th>Holidays</th>
<th>UKBench</th>
<th>Paris6K</th>
<th>Oxford5K</th>
<th>DupImages</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>mAP (%)</td>
<td>N-S</td>
<td>mAP (%)</td>
<td>mAP (%)</td>
<td>mAP (%)</td>
</tr>
<tr>
<td>Static</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>75.91</td>
<td>3.36</td>
<td>86.66</td>
<td>67.96</td>
<td>73.71</td>
</tr>
<tr>
<td>Dynamic</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>82.40</td>
<td>3.50</td>
<td>90.00</td>
<td>76.27</td>
<td>74.54</td>
</tr>
<tr>
<td>Static</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>73.44</td>
<td>3.39</td>
<td>87.62</td>
<td>68.75</td>
<td>76.15</td>
</tr>
<tr>
<td>Dynamic</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>84.04</td>
<td>3.59</td>
<td>92.22</td>
<td>79.31</td>
<td>77.87</td>
</tr>
<tr>
<td>Static</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>79.16</td>
<td>3.42</td>
<td>87.93</td>
<td>74.38</td>
<td>75.85</td>
</tr>
<tr>
<td>Dynamic</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>82.98</td>
<td>3.48</td>
<td>89.66</td>
<td>78.51</td>
<td>76.54</td>
</tr>
<tr>
<td>Static</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>79.72</td>
<td>3.53</td>
<td>90.44</td>
<td>77.02</td>
<td>80.40</td>
</tr>
<tr>
<td>Dynamic</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>87.92</td>
<td>3.82</td>
<td>96.97</td>
<td>84.92</td>
<td>83.05</td>
</tr>
</tbody>
</table>

Table II shows the effectiveness of incorporating semantic representations for calculating adaptive threshold for image retrieval. Images in the first row depict an example of the Holidays dataset, and compares the quantitative results of the selected query with both static and dynamic thresholds. Note that the latter incorporates the semantic information into the indexing system. The figure shows the effectiveness of the adaptive threshold calculated from the semantic distance using Eq. 5 reflects the visual similarity between the query and candidate images. The thresholds of all relevant images are larger than those of irrelevant images, which produces a positive bias on determining the matching relationships. Consequently, the proposed semantic-constrained retrieval framework not only detects the relevant candidates as the most closely related results, but provides a favorable rank on several negative candidates which are labeled as irrelevant but look semantically similar to the query. For example, the third irrelevant image with boat and trees is ranked as a top candidate by the proposed method, while the static threshold based framework prefers the first irrelevant image due to the similar local patches such as the sky.

Fig. 7 visualizes an example when performing retrieval on the Holidays dataset, including the query (with green box), relevant (blue) and irrelevant (red) images. The table reports quantitative results for each image, i.e., the ranking, generated threshold, number of matches (#Matches) and mean match score (Score), when using Static and Dynamic match kernels.

![Query Relevant Images Irrelevant Images](image_url)
capacity by incorporating the holistic similarity between images.

Table II validates the performance gain of the proposed dynamic match kernel over the static one on five benchmark datasets along with different components. For all kinds of combinations and benchmark datasets, the proposed dynamic match kernel improves the results of baseline methods which are based on static match kernels. In particular, on the Holidays and Paris6K datasets, the performance when combining the dynamic match kernel are improved by 8.20% and 7.90% respectively on top of the first three modules, i.e., the bag of words, multiple assignment and aggregation. We also apply the graph-based re-ranking (RR) method [13] to refine the retrieval results, which further improves the performance of the proposed method.

### D. Comparisons to State-of-the-Art Methods

We evaluate the proposed algorithm against the state-of-the-art methods in this subsection. For clear comparison, we categorize existing retrieval work into three technical approaches, i.e., without or with post-processing, employing deep features. Each of them is further arranged based on the implementation details [22].

We first compare the proposed semantic-constrained retrieval framework against the state-of-the-art methods with no post-processing in Table III. Existing algorithms contribute to improvement in two different ways, i.e., constructing more distinctive representations and calculating a more precise index. In this paper, we employ the baseline SIFT feature for image patches, and contribute by incorporating the deep semantic relationships during the indexing stage. On the UKBench, Paris6K, Oxford5K and DupImages datasets, we achieve the best performance. The proposed approach outperforms the second best method by 0.11 in terms of N-S score and 6.72%, 1.35%, 1.83% in terms of mAP on these datasets, respectively. The method in [59] achieves better performance by around 0.2% on Holidays dataset but is not robust when applied to other datasets. The dynamic threshold calculated by Eq. 5 introduces a semantic cue into the retrieval system, where the matches to negative candidates are limited with a small threshold.

In addition, we evaluate the proposed algorithm with the graph-based re-ranking (RR) against the state-of-the-art results, all of which incorporate various post-processing schemes including RR and others, e.g., query expansion [64], and spatial verification [36]. Table IV shows that the performance of the proposed algorithm with post-processing is further improved, and consistently better than the other methods with post-processing on the Holidays, UKBench, Paris6K and DupImages datasets. The kernelized SLEM [26] shows better performance on the Holidays dataset with the well designed NetVLAD [74], but the performance declines to 72.9% with AlexNet [20] feature (which is used in the proposed framework). The HGP method proposed in [64] outperforms us on the Oxford5K dataset, which uses complicated post-processing techniques and cannot easily be extended to other applications.

In Table V, we compare the proposed semantic-constrained retrieval framework against recent methods which employ deep neural networks. We categorize these approaches in two ways: some consider deep activations as global descriptors, while others combine multiple cues at the feature level or index level [18] for image retrieval. In the proposed method, deep features are used to construct a dynamic match kernel...
for each query, instead of being used as feature vectors. The dynamic match kernel produces a large gap between the number of positive and negative matches, which leads to the best performance on most datasets except for the UKBench dataset. CIE+ [3] outperforms the proposed method on the UKBench dataset, but it relies on a deep iterative process and a direct combination of the local and deep features, which incurs a heavy burden on memory and time consumption.

Note that, as aforementioned, we use a simple deep framework (AlexNet [20]) in this paper, while some recent methods, e.g., VGGNet [75], GoogleNet [76] and ResNet [77], exploit more complicated and deeper networks which can also be integrated into the proposed dynamic match kernel framework for performance gain.

E. Extension to Large-Scale Image Retrieval

In this section, we extend the proposed semantic-constrained image retrieval framework with the dynamic match kernel to the large-scale datasets. Fig. 8 shows the comparison on image retrieval performance (mAP) between the static and dynamic match kernels on three datasets with increasing amounts of distractors. For both retrieval frameworks based on static and dynamic match kernels, the performance on three datasets decline as the number of distractors increases. Nevertheless, the proposed framework with dynamic match kernel always performs better compared to the methods with static one, which demonstrates that the dynamic match kernel as well as the proposed method are scalable on large scale extensions.

In Table VI, we compare the proposed method with other state-of-the-art methods on the large-scale datasets. The performance of all three datasets drops with the increasing number of distractors, no matter what approaches were applied. For example, the mAP of the method in [59] drops from 80.4% on Oxford5K dataset to 68.9% on the Oxford105K datasets. In contrast, the proposed approach drops from 83.05% to 79.46%, which outperforms all the others. Both frameworks in [49] and [71] employ the VGG architecture [75] to obtain the reported results. However, as is reported in [71], the mAP result on Paris106K dataset with AlexNet architecture [20] is 61.8% (while the proposed method with AlexNet achieves mAP=73.41% on the same dataset). Therefore, the performance of these methods relies heavily on the quality of the feature engineering of the existing deep architecture.

<table>
<thead>
<tr>
<th>Methods</th>
<th>Ours</th>
<th>Deep Representation</th>
<th>Fusion Scheme</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>[37]</td>
<td>[41]</td>
<td>[38]</td>
</tr>
<tr>
<td>Holidays 91.11</td>
<td>84.0</td>
<td>78.9</td>
<td>89.7</td>
</tr>
<tr>
<td>UKBench 3.88</td>
<td>N/A</td>
<td>3.55</td>
<td>3.76</td>
</tr>
<tr>
<td>Paris6K 87.22</td>
<td>69.4</td>
<td>N/A</td>
<td>N/A</td>
</tr>
<tr>
<td>Oxford5K 85.11</td>
<td>64.9</td>
<td>55.7</td>
<td>68.0</td>
</tr>
<tr>
<td>DupImages 91.00</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
</tr>
</tbody>
</table>

F. Comparison with Selective Match Function

Tolis et al. [51] propose a selective match function $f_s$ for Eq. 1 defined by $f_s(h(b_x, b_y)) = (g(h(b_x, b_y)))^\alpha$ where $h(\cdot, \cdot)$ denotes the Hamming distance, $g(\cdot)$ denotes a mapping function and the exponent $\alpha$ is fixed for all queries. The selective match function $f_s$ can be used to weaken the effect of false correspondences but is only determined by the local spatial relationships.

In this section, we validate an alternative way to enlarge the gap between the influence of positive and negative matches. We extend the static selective function $f_s$ in [51] to the dynamic version $f_s^*$ by incorporating the global semantic relationship:

$$f_s^*(h(b_x, b_y)) = \left(1 - \frac{h(b_x, b_y)}{I_H}\right)^{\alpha(d_s)}$$

(11)

where the dynamic exponent $\alpha(d_s)$ is defined as

$$\alpha(d_s) = d_s \times \omega.$$  

(12)
Here, \( d_s \) denotes the semantic distance between two images based on deep features, the parameter \( \omega \) controls the intensity of the dynamic selective match function. We evaluate \( \omega \) on the Holidays, DupImage and Paris6K datasets and show the results in Fig. 6(c), which inspires us to set \( \omega = 22 \) in rest of the experiments.

The dynamic exponent \( \alpha(d_s) \) is considered as the counterpart of \( h_t(d_s) \) in Eq. 5. Table VII reports the comparison between the dynamic selective match function in Eq. 11 and the dynamic threshold in Eq. 5 on five benchmarks. The post-processing indicates the graph-based re-ranking method proposed by Zhang et al. [13]. The proposed method achieves comparable performance to the dynamic selective match function in terms of both mAP or N-S score.

Furthermore, we carry out experiments on a large scale dataset, i.e., the Holidays dataset with 1M distractors, to compare the scalability and efficiency of the proposed dynamic threshold and the selective match function, of which the results are reported in Table VIII. While the performance on mAP or N-S score is also comparable, the feature matches of the proposed method is about 1/1000 of that of the selective match function. Consequently, the query time of the selective match function based method [36], [51] is over 8 times that of the proposed method on same computer.

When the proposed dynamic threshold is applied, numerous false correspondences are removed so that less non-zero items are introduced into Eq. 7 to compute the similarities between a query and the candidate images. As discussed above, the number of matches is determined by the threshold \( h_t(d_s) \) and \( h_s(d_s) \) in Eq. 2 and Eq. 6, respectively. The method with the selective match function employs a fixed threshold \( h_t \). Therefore, even if the ideal condition is reached, i.e., all negative matches are assigned the weight as \( f^*_s = 0 \), the algorithm still wastes time handling a large amount of false correspondences. In contrast, by dynamically estimating the threshold based on the semantic relationship, the proposed method aims to directly remove as many false correspondences as possible while retaining true ones for high efficiency.

### G. Computation Time

In this paper, experiments are conducted on a computer with 64GB RAM, and the processor is Intel Xeon 2.40 GHz CPU. For extracting the feature of the fully connected layer from the AlexNet, we use a GeForce GTX980 with 4GB RAM.

<table>
<thead>
<tr>
<th>Methods</th>
<th>#Matches per Query</th>
<th>Time per Query</th>
</tr>
</thead>
<tbody>
<tr>
<td>Selective Match Function</td>
<td>67083788</td>
<td>7.33s</td>
</tr>
<tr>
<td>Dynamic Match Kernel</td>
<td>85152</td>
<td>0.89s</td>
</tr>
</tbody>
</table>

We use a pre-trained CNN to extract deep features, which are sequentially used to calculate \( d_s \) and \( h_t(d_s) \). Table IX illustrates the additional time for extracting deep features and calculating dynamic thresholds on five benchmark datasets and three large-scale datasets. The feature extraction process is quite efficient since it takes less than 0.06s per image for all datasets. The additional time for the calculation of the dynamic thresholds is also negligible. For instance, it takes 0.4225s to calculate 100, 1490 dynamic thresholds for each query on Holidays+1M dataset.

Calculating the semantic relationship of the database can be considered as a pre-processing for the algorithm, which should be done only once at the beginning of the retrieval system. Note although extra time is needed for constructing the dynamic match kernels, we reduce the overall query time of the retrieval process due to the substantial elimination of negative matches in the query stage which simplifies the calculation of the \( S(I_q, f_c) \) in Eq. 7. As shown in Table X, we save over 1/3 query time (about 1.3s for each query) on the Holidays+1M dataset. Considering the additional time required for calculating the dynamic match kernel (about 0.5s for each query as shown in Table IX), we save around 1.8s in the query stage, which considerably improves the efficiency.

Fig. 9 provides a clearer visualization of the average query time on three datasets with increasing numbers of distractors. The proposed method needs less time in the query stage than the static kernel in all situations. For instance, on the Holidays+1M dataset, the average query time for the static match kernel is near 2.5s, while the proposed dynamic match
kernel only takes about 0.7s on average for a query.

V. CONCLUSIONS

In this paper, we propose a semantic-constrained retrieval framework which incorporates holistic image representations with dynamic match kernel. In contrast to the static match kernel, the dynamic one filters out most negative matches from the initial set while retaining most of the positive ones. The proposed method leverages both local and global cues to calculate the similarity relationship between query and candidates, which can be easily combined with other state-of-the-art modules for image retrieval. Extensive experimental results show that the proposed algorithm outperforms the state-of-the-art methods on five benchmark datasets and the corresponding large-scale extensions.

TABLE X
OVERALL QUERY TIME FOR EACH QUERY ON THREE LARGE-SCALE DATASETS IN SECONDS. THE PROPOSED DYNAMIC MATCH KERNEL SHOWS HIGHER EFFICIENCY IN THE QUERY STAGE. MORE DETAILED ANALYSIS CAN BE FOUND IN SECTION IV-G.

<table>
<thead>
<tr>
<th>Dataset</th>
<th>Holidays+1M</th>
<th>Paris6K+100K</th>
<th>Oxford5K+100K</th>
</tr>
</thead>
<tbody>
<tr>
<td>Static</td>
<td>3.8775</td>
<td>0.9814</td>
<td>0.8404</td>
</tr>
<tr>
<td>Dynamic</td>
<td>2.5749</td>
<td>0.8593</td>
<td>0.7610</td>
</tr>
</tbody>
</table>
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