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Abstract

Ordinal classification or ordinal regression are classification problems in which the labels have an ordered arrangement between them. Due to this order, alternative performance evaluation metrics are needed to be used in order to consider the magnitude of errors. This paper presents an study of the use of a multi-objective optimization approach in the context of ordinal classification. We contribute a study of ordinal classification performance metrics, and propose a new performance metric, the Maximum Mean Absolute Error ($\text{MMAE}$). $\text{MMAE}$ considers per-class distribution of patterns and the magnitude of the errors, both issues being crucial for ordinal regression problems. In addition we empirically show that some of the performance metrics are competitive objectives, which justifies the use of multi-objective optimization strategies. In our case, a multi-objective evolutionary algorithm optimizes a artificial neural network ordinal model with different pairs of metrics combinations, and we conclude that the pair of the Mean Absolute Error ($\text{MAE}$) and the proposed $\text{MMAE}$ is the most favorable. A study of the relationship between the metrics of this proposal is performed, and the graphical representation in the 2 dimensional space where the search of the evolutionary algorithm takes place is analyzed. The results obtained show a good classification performance, opening new lines of research in the evaluation and model selection of ordinal classifiers.
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1. Introduction

Ordinal classification or ordinal regression is a supervised learning problem of predicting categories that have an ordered arrangement. Although classification and regression metric problems have been thoroughly investigated in the literature, the ordinal regression problems have not received as much attention as nominal (binary or multiclass) classification. For example, people can be classified by considering whether they are high, medium, or low on some attribute or in a set of categories varying from strong agreement to strong disagreement with respect to some attitude item.

Hodge and Treiman [1], to analyze social class identification, scored responses as follows: “Respondents identifying with the lower, working, middle, upper middle, and upper class were assigned the scores 1, 2, 3, 4, and 5, respectively”. Though sequential numbers may be assigned to such categories, the numbers assigned serve only to identify the ordering of the categories. In contrast to regression metric problems, these ranks are finite types and the metric distances between the ranks are not defined, in general; in contrast to classification problems, these ranks are also different from the labels of multiple classes due to the existence of the ordering information [2].

In the previous example, it is straightforward to think that predicting class lower when the real class is upper middle should be considered as a more severe error than the one associated to a working prediction. Thereby, ordinal classification problems should be evaluated with specific metrics. On a first consideration, various measures of ordinal association and product-moment correlation and regression seem to rely on very different
foundations. This is, the ordinal measures are developed from a) the notion of comparing pairs of cases, or b) the product-moment system, which is considered in terms of measures of individual cases.

If methodology a) is used, and there is an ordering of the categories but the absolute distances among them are unknown, an ordinal categorical variable is obtained. In that respect, in order to avoid the influence of the numbers chosen to represent the classes on the performance assessment, we should only look at the order relation between “true” and “predicted” class numbers. The use of Spearman’s rank correlation coefficient, \(r_s\), [3] and specially Kendall’s \(\tau_b\) [4] is a step forward in that direction. Moreover, other coefficients are frequently used to describe association between ordinal measures as Goodman and Kruskal’s \(\gamma\) [5], and Somers’s \(d\) [6].

If methodology b) (product-moment system) is used, the most common considered measures in machine learning are the Absolute Error (here denoted as \(MAE\)) [7,8], Root Mean Square Error (\(RMS_E\)) [8], and Mean Zero-One Error (\(MZ E\), more frequently known as error rate) [8], being \(MZ E = 1 - C CR\), where \(CCR\) is the Correct Classification Rate. However, these three measures are not suitable when used to evaluate the performance of classifiers on ordinal unbalanced datasets [7]. The first contribution of this work is a newly proposed metric associated to an ordinal classifier that is the highest \(MAE\) value from \(MAE\)s measured independently for each class (Maximum \(MAE\) or \(MMAE\)). This metric evaluates the performance on the worst classified class. The second contribution of this work is the analysis of the state-of-the-art performance metrics. Finally, we empirically show that the absolute distances among patterns of this class is very low (for example, a good \(MAE\) value can be obtained when class 1 is associated to a 5% of the patterns and the classifier never assigns a pattern to class 1). As can be seen, both objectives are conflicting (\(MAE\) and \(MMAE\)), because improving \(MMAE\) usually involves worsening \(MAE\) and vice versa.

In the present paper, the aforementioned issues are studied under a multi-objective optimization approach. Multi-objective algorithms are algorithms that optimize simultaneously objectives that are non-cooperative. In many problems there are several conflicting objectives, such as execution speed or computational cost and kindness of the results. For example, in [9,10] the authors try to obtain optimal results in the shortest time and at the lowest cost. In other problems, the execution speed is not the most important and what is relevant is achieving good results in different conflicting error functions.

In the field of Artificial Neural Networks (ANNs), classification performance and model simplicity are objectives that typically guide the training process of a Evolutionary Multi-Objective Algorithm (MOEA) [11], with the purpose of finding a trade-off between performance and model readability. Other works present the optimization of global performance versus worst classified class in a Pareto based algorithm [12] or also by simplifying both objectives as a weighted linear combination of the functions [13].

In ordinal classification, it is common to use several error functions when some of the classes have a number of patterns much lower than the others, i.e. ordinal unbalanced datasets. Because of this reason, we proposed the \(MMAE\) metric measuring the performance in the worst classified class. One real world application where this problem can be found is in the extension of donor-recipient allocation in liver transplants [14], where the classifiers aims at predicting the survival of the organ (describing this survival in three different classes, class 1: lower than 15 days, class 2: between 15 days and 3 months and, class 3: higher than 3 months). The problem is that, in real cases, the number of patterns of class 1 is much lower than that of class 2 or 3. The hospital would be interested in classifiers able to correctly classify all classes equally, but the bad performance for class 1 can be hidden by the fact that the number of patterns of this class is very low (for example, a good \(MAE\) value can be obtained when class 1 is associated to a 5% of the patterns and the classifier never assigns a pattern to class 1). As can be seen, both objectives are conflicting (\(MAE\) and \(MMAE\)), because improving \(MMAE\) usually involves worsening \(MAE\) and vice versa.

In [15] another ordinal problem is solved from a multi-objective perspective, where six different objectives are considered, including \(MZ E\), \(MAE\) and four different formulations for the expected ranking accuracy. In this work, several different ordinal measures that could be combined in the context of ordinal regression are analyzed and combined in pairs for a MOEA.

The present work aims at identifying which pair of
ordinal classification performance metrics can be more suitable to guide a MOEA to obtain classifiers with a good performance (considering both the order of the miss-classification errors and the worst classified class errors). The most common ordinal classification performance metrics are reviewed, and some of them are selected to evaluate the performance of four nominal and ordinal classifiers, including also the proposed metric. Then, a correlation study is done between all the metrics in order to find the less correlated ones. We hypothesize that the more uncorrelated metrics are the more suitable for acting as optimization objectives for the MOEA (given that all of them highlight positive aspects of the classifiers). The selected metrics are grouped into different pairs that will be simultaneously optimized by the MOEA. The base classifier considered is an ANN based on the Proportional Odds Model (POM) [16] and it is evolved using a differential evolution MOEA [17, 18]. Finally, the generalization performance of the models obtained is studied with respect to the pair of metrics considered in the evolution. Because of their performance, the pair MMEA-MAE is taken special attention, deriving a relationship between this pair of metrics and studying their graphical representation.

This paper is a significant extension of a conference paper [19]. The new contributions are the following. A correlation analysis of the ordinal performance metrics is done, and the confusion matrices studied are changed and extended. In addition, the neural network model used has been replaced by another neural network based on the Proportional Odds Model and a local search procedure based on the iRprop⁺ algorithm [20] has been included in the MOEA to optimize the new model. Finally, two additional ordinal methods have been compared in the experimental section, and new tables describing the experiments and statistical tests have been included to enforce the conclusions.

The rest of paper is organized as follows: Section 2 shows a revision and an experimental comparison of measures for ordinal classification; Section 3 details the ordinal ANN model based on the POM model; Section 4 describes the training method employed; Section 5 describes the experimental design and the results obtained, while conclusions and future research are outlined in Section 6.

2. Measures of association in ordinal classification

This section presents both nominal and ordinal classification performance metrics commonly used in the literature. An empirical evaluation of the correlation between them is done in order to select the most relevant ones.

Let’s define an ordinal classification problem as a problem where the purpose is to learn a model able to predict class labels, \( C = \{C_1, C_2, \ldots, C_J\} \) containing \( J \)
labels, for unseen patterns after a training process. What makes the difference with nominal classification is that the label set has an order relation \( C_1 < C_2 < \ldots < C_J \) imposed on it (the symbol \(<\) denotes the ordering between different ranks). Let’s suppose an ordinal classification problem with \( J \) classes and \( n \) patterns with a classifier \( g \) obtaining a \( J \times J \) contingency or confusion matrix. Table 1 shows the confusion matrix, where \( n_{jk} \) represents the number of times the patterns are predicted by classifier \( g \) to be in class \( k \) when they really belong to class \( j \), \( n_* \) is the number of patterns belonging to class \( j \), \( n_{kl} \) is the number of patterns predicted in class \( k \) and \( n \) is the total number of patterns.

Let \( D = \{(x_i,y_i), i = 1, \ldots, n\} \) be the set of training patterns, denote by \( \{y_1, y_2, \ldots, y_n\} \) the set of labels of a given dataset, and let \( \{y'_1, y'_2, \ldots, y'_n\} \) be the predicted labels by the evaluated classifier \( g \), where \( y_i \in C \) and \( y'_i \in C \), and \( C = \{C_1, C_2, \ldots, C_J\} \). In general, the predictions of the classifiers will be categories but, for some metrics, these categories will be turned into integer values by using the function \( O(y'_i) \) which establishes the position on the ordinal scale of the predicted label, being \( O(C_j) = j \) and if \( y_i = C_j \) then \( O(y_i) = j \), \( 1 \leq j \leq J \).

Many ordinal measures have been proposed to determine the efficiency of the classifier \( g \), but not all pairs formed by these metrics might be valid to guide a MOEA. Before describing the ordinal metrics, accuracy and minimum sensitivity are also presented, since they have been proved to be non-cooperative objectives [12] and they are commonly used (especially the CCR) in classification problems:

- **CCR**: The Correct Classification Rate or accuracy is the percentage of correctly classified patterns:

\[
CCR = \frac{1}{n} \sum_{j=1}^{J} n_{jj},
\]

where \( CCR \) values range from 0 to 1.

- **MS**: The Minimum Sensitivity is the lowest percentage of patterns correctly predicted as belonging to each class, with respect to the total number of examples in the corresponding class:

\[
MS = \min \{ S_j = \frac{n_{jj}}{n_*}, j = 1, \ldots, J \},
\]

where \( S_j \) is the sensitivity of the \( j \)-th class and \( MS \) values range from 0 to 1.

On the other hand, there are other product-moment ordinal metrics specifically used in ordinal classification:

- **MAE**: The Mean Absolute Error is the average absolute deviation of the predicted class from the true class (i.e. average absolute deviation in number of categories of the ordinal scale) [7]:

\[
MAE = \frac{1}{n} \sum_{j=1}^{J} \sum_{k=1}^{J} |j - k| n_{jk} = \frac{1}{n} \sum_{i=1}^{n} e(x_i),
\]

where \( e(x_i) = |O(y_i) - O(y'_i)| \) is the distance between the true \( (y_i) \) and the predicted \( (y'_i) \) ranks, and \( O(C_j) = j \) is the position of a label in the ordinal rank. Then, \( MAE \) values range from 0 to \( J - 1 \).

- **AMAE**: The Average MAE is the mean of the \( MAE \) classification errors across classes and was proposed by Baccianella et al. [7] to mitigate the effect of imbalanced class distributions. Let \( MAE_j \) be the \( MAE \) for a given \( j \)-th class:

\[
MAE_j = \frac{1}{n_*} \sum_{k=1}^{J} |j - k| n_{jk} = \frac{1}{n_*} \sum_{i=1}^{n} e_j(x_i), 1 \leq j \leq J,
\]

in such a way that:

\[
MAE = \frac{1}{J} \sum_{j=1}^{J} n_* MAE_j.
\]

**AMAE** is defined in the following way:

\[
AMAE = \frac{1}{J} \sum_{j=1}^{J} MAE_j,
\]

where **AMAE** values range from 0 to \( J - 1 \).

- **MMAE**: The Maximum MAE value of all the classes is proposed in this paper as an ordinal regression metric alternative. **MMAE** is the MAE value of the class with higher distance from the true values to the predicted ones:

\[
MMAE = \max \{ MAE_j; j = 1, \ldots, J \},
\]
where $MAE_j$ is the $MAE$ value for the $j$-th class. $MMAE$ values range from 0 to $J - 1$ and it is a natural extension of $MS$ to ordinal regression problems.

Finally association metrics are presented, which are also used in ordinal classification:

- $r_S$: The Spearman’s rank correlation coefficient is a non-parametric measure of statistical dependence between two variables [3]:

$$r_S = \frac{\sum_{i=1}^{n} (O(y_i) - \overline{O(y)}) (O(y_i^*) - \overline{O(y^*)})}{\sqrt{\sum_{i=1}^{n} (O(y_i) - \overline{O(y)})^2} \sqrt{\sum_{i=1}^{n} (O(y_i^*) - \overline{O(y^*)})^2}}$$

where $\overline{O(y)}$ and $\overline{O(y^*)}$ are the average of $O(y_i)$ and $O(y_i^*)$, $i = 1, ..., n$, respectively. Recall that $O(C_j) = j$. $r_S$ values range from -1 to 1.

- $\tau_h$: The Kendall’s $\tau$ is a statistic used to measure the association between two measured quantities. Specifically, it is a measure of rank correlation [4]:

$$\tau_h = \frac{\sum_{i,j=1}^{n} c_{ij}^* c_{ij}}{\sqrt{\sum_{i,j=1}^{n} c_{ij}^2} \sqrt{\sum_{i,j=1}^{n} c_{ij}^2}}$$

where $c_{ij}^*$ is +1 if $O(y_i^*) > O(y_j^*)$, 0 if $O(y_i^*) = O(y_j^*)$, and -1 if $O(y_i^*) < O(y_j^*)$ for $i, j = 1, ..., n$, and similar for $c_{ij}$. The $\tau_h$ values range from -1 to 1.

- $W\text{Kappa}$: The Weighted Kappa is a modified version of the Kappa statistic calculated to allow assigning different weights to different levels of aggregation between two variables [21]:

$$W\text{Kappa} = \frac{p_{(w)} - p_{(w)}}{1 - p_{(w)}}$$

where

$$p_{(w)} = \frac{1}{n} \sum_{j=1}^{J} \sum_{k=1}^{J} w_{jk} n_{jk},$$

and

$$p_{(e)} = \frac{1}{n^2} \sum_{j=1}^{J} \sum_{k=1}^{J} w_{jk} n_{jk},$$

where the weight $w_{jk} = |j - k|$ quantifies the degree of discrepancy between the true ($j$) and the predicted ($k$) categories, and $W\text{Kappa}$ values range from -1 to 1.

While the $r_S$ and $\tau_h$ measures are independent on the values chosen for the ranks that represent the classes, $MAE$, $MMAE$ and $AMAE$ depend on the distance between ranking of two consecutive classes.

### 2.1. Correlations between metrics

To study the relationships between the different metrics, a correlation matrix comparing them will be analyzed. This matrix is generated from the results obtained by four algorithms from the literature in the ten datasets used in this paper. The information about these datasets can be seen in Section 5. The experimental setup was a stratified 30-foldout in which the training set had approximately 75% of the patterns, and the generalization set had the remaining ones.

The analysis was done for each of the four methods separately in order to take into account the effect of the classifier in the results (Table 2). These matrices were generated in the following way: firstly, since all the methods are deterministic each split of a dataset was run once for each method. So, for each method and dataset, 30 generalization models were available. The correlation between each pair of metrics through the 30 models was calculated leading to a total of 10 correlation matrices ($8 \times 8$ dimensional matrices). Then, if the correlation value for a given pair of metrics was greater than 0.75, one point was summed to the corresponding pair. Finally, the total points of each pair was divided by the number of comparison (10) to obtain the percentage of times this pair of metrics exhibited a correlation higher than 0.75. When one of the two compared metrics (or both) was constant for the 30 models, the corresponding comparison was ignored, given that correlations could not be obtained. For example, the correlation between $CCR$ and $MS$ with the results of the SVM method is 16.67 due to one comparison was greater than 0.75 and four comparison could not be obtained ($1/6 = 0.1667 = 16.67\%$).

This process was repeated for each method, as can be seen in Table 2. A summary of the four studies has been included in Table 3. This matrix was generated taking into account the comparison of the four methods jointly. As can be seen, the conclusions from the five matrices of both tables are very similar.

The four algorithms are widely used and have been chosen because they usually exhibit good performance. The first one, SVM, is nominal, while others are specific to ordinal regression:

- SVM: Support Vector Machines (SVM) are well known and a robust classification method. In this paper, we use the LibSVM software for the optimization of SVM [22]. This library contains a script for automatically adjusting the hyperparameters associated to this kind of models, including the cost parameter and the width of the Gaussian kernels. The LibSVM grid search cross-
was higher that 0 of times (from a total of 40 comparison) the correlation could not be obtained. Therefore, in our study will use the pair formed by M M AE and τ r. The choice of τ r is due to it is one of the most used metrics in ordinal regression besides providing an intuitive view of the results.

Logically, the three selected pairs (CCR-MMAE, M M AE-MMAE and M M AE-τ b) would be ideal objectives to guide the evolution of a multi-objective algorithm, since they have low linear correlations and may implicitly be non-cooperative objectives. In the rest of the paper we will focus on determining which of them presents the most promising results. Note the goal of using MOEA is to optimize objectives which can be non-cooperative in the solution design.

### 2.2. Comparison of the ordinal metrics

For the metric pairs selected, a study of their behaviour is done by using 6 confusion matrices shown in Table 4. These matrices are designed to cover different extreme possible situations. The last two matrices represent situations where the 50 percent of patterns of

Table 2: Correlation matrices obtained by the different methods. Each element is equal to the percentage of times (from a total of 10 comparison) the correlation was higher that 0.75.

<table>
<thead>
<tr>
<th>CCR</th>
<th>MS</th>
<th>M A E</th>
<th>M M A E</th>
<th>M M A E</th>
<th>τ b</th>
<th>τ r</th>
<th>W Kappa</th>
</tr>
</thead>
<tbody>
<tr>
<td>CCR</td>
<td>100.00</td>
<td>16.67</td>
<td>90.00</td>
<td>40.00</td>
<td>20.00</td>
<td>40.00</td>
<td>50.00</td>
</tr>
<tr>
<td>MS</td>
<td>-</td>
<td>100.00</td>
<td>40.00</td>
<td>80.00</td>
<td>40.00</td>
<td>40.00</td>
<td>40.00</td>
</tr>
<tr>
<td>M A E</td>
<td>-</td>
<td>-</td>
<td>100.00</td>
<td>40.00</td>
<td>20.00</td>
<td>80.00</td>
<td>90.00</td>
</tr>
<tr>
<td>M M A E</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>100.00</td>
<td>60.00</td>
<td>30.00</td>
<td>50.00</td>
</tr>
<tr>
<td>r b</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>100.00</td>
<td>100.00</td>
<td>100.00</td>
</tr>
<tr>
<td>τ r</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>100.00</td>
<td>100.00</td>
</tr>
<tr>
<td>W Kappa</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>100.00</td>
</tr>
</tbody>
</table>

Table 3: Matrix summarizing all the correlation matrices of the study. Each element is equal to the percentage of times (from a total of 40 comparison) the correlation was higher that 0.75.

<table>
<thead>
<tr>
<th>CCR</th>
<th>MS</th>
<th>M A E</th>
<th>M M A E</th>
<th>M M A E</th>
<th>τ b</th>
<th>τ r</th>
<th>W Kappa</th>
</tr>
</thead>
<tbody>
<tr>
<td>CCR</td>
<td>100.00</td>
<td>16.67</td>
<td>90.00</td>
<td>40.00</td>
<td>20.00</td>
<td>40.00</td>
<td>50.00</td>
</tr>
<tr>
<td>MS</td>
<td>-</td>
<td>100.00</td>
<td>40.00</td>
<td>80.00</td>
<td>40.00</td>
<td>40.00</td>
<td>40.00</td>
</tr>
<tr>
<td>M A E</td>
<td>-</td>
<td>-</td>
<td>100.00</td>
<td>40.00</td>
<td>20.00</td>
<td>80.00</td>
<td>90.00</td>
</tr>
<tr>
<td>M M A E</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>100.00</td>
<td>60.00</td>
<td>30.00</td>
<td>50.00</td>
</tr>
<tr>
<td>r b</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>100.00</td>
<td>100.00</td>
<td>100.00</td>
</tr>
<tr>
<td>τ r</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>100.00</td>
<td>100.00</td>
</tr>
<tr>
<td>W Kappa</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>100.00</td>
</tr>
</tbody>
</table>

*: means that one of the two compared metrics (or both) was constant for all comparisons and, therefore, the correlation could not be obtained.

According to Table 3, the pairs of measures that are less correlated (with a value lower than 20%) are CCR-MMAE, M M AE-MMAE, M M AE-τ b, M M AE-τ r and M M AE-W Kappa. Of these five pairs, the last three are very similar, because the metrics r b, τ r and W Kappa are highly correlated (values higher than 90%). Therefore, in our study will use the pair formed by M M AE and τ r. The choice of τ r is due to it is one of the most used metrics in ordinal regression besides providing an intuitive view of the results.

### 2.2. Comparison of the ordinal metrics

For the metric pairs selected, a study of their behaviour is done by using 6 confusion matrices shown in Table 4. These matrices are designed to cover different extreme possible situations. The last two matrices represent situations where the 50 percent of patterns of

- **SVR-EX and SVR-IM:** Support Vector Ordinal Regression (SVOR) by Chu and Keerthi [24] proposes two new support vector approaches for ordinal regression. Here, multiple thresholds are optimized in order to define parallel discriminant hyperplanes for the ordinal scales. The first approach includes explicit inequality constraints on the thresholds (SVOR-EX). In the second approach, the samples in all the categories are allowed to contribute errors for each threshold, therefore there is no need of including the inequality constraints in the problem. This approach is named a SVOR with implicit constraints (SVR-IM).

The validation procedure has been modified to use M A E as the hyper-parameters selection criteria.

### Table 2: Correlation matrices obtained by the different methods.

<table>
<thead>
<tr>
<th>Method</th>
<th>CCR</th>
<th>MS</th>
<th>M A E</th>
<th>M M A E</th>
<th>M M A E</th>
<th>τ b</th>
<th>τ r</th>
<th>W Kappa</th>
</tr>
</thead>
<tbody>
<tr>
<td>SVM method</td>
<td>CCR</td>
<td>100.00</td>
<td>16.67</td>
<td>90.00</td>
<td>40.00</td>
<td>20.00</td>
<td>40.00</td>
<td>50.00</td>
</tr>
<tr>
<td></td>
<td>MS</td>
<td>-</td>
<td>100.00</td>
<td>40.00</td>
<td>80.00</td>
<td>40.00</td>
<td>40.00</td>
<td>40.00</td>
</tr>
<tr>
<td></td>
<td>M A E</td>
<td>-</td>
<td>-</td>
<td>100.00</td>
<td>40.00</td>
<td>20.00</td>
<td>80.00</td>
<td>90.00</td>
</tr>
<tr>
<td></td>
<td>M M A E</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>100.00</td>
<td>60.00</td>
<td>30.00</td>
<td>50.00</td>
</tr>
<tr>
<td></td>
<td>r b</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>100.00</td>
<td>100.00</td>
<td>100.00</td>
</tr>
<tr>
<td></td>
<td>τ r</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>100.00</td>
<td>100.00</td>
</tr>
<tr>
<td></td>
<td>W Kappa</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>100.00</td>
</tr>
</tbody>
</table>

- **SVMrank:** It applies the Extended Binary Classification (EBC) method [23] to SVM. The EBC method can be summarized in the following three steps. First, transform all training samples into extended samples weighting these samples by using the absolute cost matrix. Second, all the extended examples are jointly learned by a binary classifier with confidence outputs, aiming at a low weighted 0/1 loss. Last step is used to convert the binary outputs to a rank.

According to Table 3, the pairs of measures that are less correlated (with a value lower than 20%) are CCR-MMAE, M M AE-MMAE, M M AE-τ b, M M AE-τ r and M M AE-W Kappa. Of these five pairs, the last three are very similar, because the metrics r b, τ r and W Kappa are highly correlated (values higher than 90%). Therefore, in our study will use the pair formed by M M AE and τ r. The choice of τ r is due to it is one of the most used metrics in ordinal regression besides providing an intuitive view of the results.

Logically, the three selected pairs (CCR-MMAE, M M AE-MMAE and M M AE-τ b) would be ideal objectives to guide the evolution of a multi-objective algorithm, since they have low linear correlations and may implicitly be non-cooperative objectives. In the rest of the paper we will focus on determining which of them presents the most promising results. Note the goal of using MOEA is to optimize objectives which can be non-cooperative in the solution design.
each class are correctly classified. The other patterns are misclassified in adjacent classes (M4) or with a classification error of two classes (M6). All matrices follow the same distribution of patterns per class. The behaviour of the different metrics over other matrices can be seen in [19, 25].

Table 5 shows the results obtained after applying the selected metrics to the confusion matrices. These results show that M1 and M4 have similar performance in CCR, MAE and MMAE, but not with respect to \( \tau_b \). This indicates that \( \tau_b \) is able to reflect the better performance of M4 with respect to M1 (although there the errors are the same, M4 keeps better the relative order of the patterns, given that patterns of class C1 are positioned before patterns of class C2 and patterns of class C3 before those of class C4). Analyzing the last two matrices is noted that an increase in the distance of errors produces a degradation of performance of MAE, MMAE and \( \tau_b \). In addition, whenever the MAE values of all classes are equal, MAE and MMAE values are identical.

Next, the three selected metric pairs (hereafter referred to as proposals) will be analyzed in order to verify the relationship between the metric of each pair:

- **Proposal 1 (CCR-MMAE):** M1 has a good value of CCR and a low value of MMAE. However, M1 or M4 get a CCR = 0, but substantially better values of MMAE. This indicates that these measures may be non-cooperative.

- **Proposal 2 (MAE-MMAE):** M2 and M3 obtain a very acceptable value of MAE, while values of MAE in M1 and M4 are worse. This indicates, as in the previous case, that these metrics may be non-cooperative, because in different situations, one of them improves and the other one worsens.

- **Proposal 3 (\( \tau_b \)-MMAE):** Analysing this proposal, we see that M2 gets a great value for \( \tau_b \), whereas M1 and M4 are not getting so good ones. However, M1 and M4 obtained better MMAE values than those obtained by M2. This points out that the measures are non-cooperative.

### 3. Ordinal model

One main issue of ordinal classification is that there is no notion of the precise distance between classes. The samples are labeled by a set of ranks with different categories and an order. In this paper, the classical Proportional Odds Model (POM) [16] adapted to ANNs [26] is considered. The POM model works based on two elements: the first one is a linear layer with only one node (see Figure 2) whose inputs are stamped onto a line, to give them an order which facilitates ordinal classification. After this one node linear layer, an output layer is included with one bias for each class whose objective is to classify the patterns into their corresponding class. In general, this kind of models are named to as latent variable models or threshold models [27]. The classification rule can be represented in the following general form:

\[
C(x) = \begin{cases} 
C_1, & \text{if } f(x, \theta) \leq \beta_0^1 \\
C_2, & \text{if } \beta_0^1 < f(x, \theta) \leq \beta_0^2 \\
& \cdots \\
C_J, & \text{if } f(x, \theta) > \beta_0^{J-1}
\end{cases},
\]

where the set of biases or thresholds (\( \beta = [\beta_0^1, \ldots, \beta_0^{J-1}] \)) satisfy the following ordinal constraint: \( \beta_0^1 < \beta_0^2 < \cdots < \beta_0^{J-1} \). \( x \) is the input pattern to be classified, \( f(x, \theta) \) is a ranking function and \( \theta \) is the vector of parameters of the model. Indeed, the analysis of Equation (1) reveals the general idea previously presented: patterns, \( x \), are projected to a real line by using the ranking function, \( f(x, \theta) \), and the ordered biases or thresholds, \( \beta_0^j \), separate the ordered classes.

Let us formally define the model for each class as \( f_j(x, \theta, \beta_0^j) = f(x, \theta) - \beta_0^j \), \( 1 \leq j \leq J-1 \), where the projection function \( f(x, \theta) \) is estimated using \( S \) sigmoidal basis functions, \( f(x, \theta) = \sum_{s=1}^{S} \alpha_s B_s(x, w_s) \), replacing \( B_s(x, w_s) \) by the sigmoidal equations:

\[
B_s(x, w_s) = \frac{1}{1 + \exp(-w_{s0} - \sum_{i=1}^{I} w_{si}x_i)}
\]

where \( I \) is the number of inputs.

By using the POM model [16], this projection can be used to obtain cumulative probabilities:

\[
P(Y \leq j) = P(Y = 1) + \cdots + P(Y = j), \quad 1 \leq j \leq J - 1,
\]

cumulative odds:

\[
\text{odds}(Y \leq j) = \frac{P(Y \leq j)}{1 - P(Y \leq j)}, \quad 1 \leq j \leq J - 1,
\]

Table 5: Results obtained by the selected metrics.

<table>
<thead>
<tr>
<th></th>
<th>M1</th>
<th>M2</th>
<th>M3</th>
<th>M4</th>
<th>M5</th>
<th>M6</th>
</tr>
</thead>
<tbody>
<tr>
<td>CCR</td>
<td>1.0</td>
<td>0.8</td>
<td>0.3</td>
<td>1.0</td>
<td>0.5</td>
<td>1.0</td>
</tr>
<tr>
<td>MAE</td>
<td>1.0</td>
<td>2.0</td>
<td>3.0</td>
<td>1.0</td>
<td>0.5</td>
<td>1.0</td>
</tr>
<tr>
<td>MMAE</td>
<td>0.1972</td>
<td>0.8280</td>
<td>0.6375</td>
<td>0.4140</td>
<td>0.6669</td>
<td>0.1667</td>
</tr>
</tbody>
</table>
and the logit is modeled by using the ranking function, probability a pattern $x$

$$P_{back} = \frac{g_{j}(x, \theta, \beta)}{g_{j}(x, \theta, \beta) + \sum_{j'=1}^{J} g_{j'}(x, \theta, \beta)},$$

$$P(x \leq \theta, \beta_{1}, \beta_{2}) = \frac{1}{1 + \exp(f_{j}(x, \theta) - \beta_{1})} - \frac{1}{1 + \exp(f_{j-1}(x, \theta) - \beta_{1})},$$

$$g_{j}(x, \theta, \beta) = \frac{1}{1 + \exp(f_{j}(x, \theta, \beta_{0}))} - \frac{1}{1 + \exp(f_{j-1}(x, \theta, \beta_{0}))},$$

where $y_{n}^{(j)} = 1$ if pattern $n$ belongs to class $j$ and 0 otherwise.

4. Method

To see how the selected metrics behave, this paper uses the MOEA described in [28]. The algorithm used is the Memetic Pareto Differential Evolution Neural Network (MPDENN) algorithm developed by R. Storn and K. Price in [17] and modified by H. Abbass to train neural networks [18]. MPDENN is adapted according to the trade-off between the CCR and MS analyzed in [12, 29]. The fundamental bases of this algorithm are Differential Evolution (DE) and the concept of Pareto dominance. DE has often been used to train neural networks in the context of both single-objective [30, 31] and multi-objective [13, 32] optimization.

The main feature of the MPDENN algorithm is the inclusion of a crossover operator together with a mutation one. The crossover operator is based on the random choice of three parents, where one of them (main parent) is modified using the weighted difference of the other two (secondary parents). The child generated by the crossover and mutation operators is included in the population if it dominates its main parent, if it has no relationship with him or if it is the best child of the rejected children. A generation of the evolutionary process ends when the population has been completed. At the beginning of each generation, dominated individuals are eliminated from the population. The ordinal metrics are used as fitness functions of the DE algorithm without
Table 6: Characteristics of the datasets.

<table>
<thead>
<tr>
<th>Dataset</th>
<th>#Patterns</th>
<th>#Attributes</th>
<th>#Classes</th>
<th>Class distribution</th>
</tr>
</thead>
<tbody>
<tr>
<td>Automobile</td>
<td>205</td>
<td>71</td>
<td>6</td>
<td>(3, 22, 67, 54, 32, 27)</td>
</tr>
<tr>
<td>Balance-scale</td>
<td>625</td>
<td>4</td>
<td>3</td>
<td>(288, 49, 288)</td>
</tr>
<tr>
<td>Bondrate</td>
<td>57</td>
<td>37</td>
<td>5</td>
<td>(6, 33, 12, 5, 1)</td>
</tr>
<tr>
<td>ERA</td>
<td>1000</td>
<td>4</td>
<td>9</td>
<td>(92, 142, 181, 172, 158, 118, 88, 8, 18)</td>
</tr>
<tr>
<td>ESL</td>
<td>488</td>
<td>4</td>
<td>9</td>
<td>(2, 12, 38, 100, 116, 135, 62, 19, 4)</td>
</tr>
<tr>
<td>Eucalyptus</td>
<td>736</td>
<td>91</td>
<td>5</td>
<td>(180, 107, 130, 214, 105)</td>
</tr>
<tr>
<td>LEV</td>
<td>1000</td>
<td>4</td>
<td>5</td>
<td>(93, 280, 403, 197, 27)</td>
</tr>
<tr>
<td>SWD</td>
<td>1000</td>
<td>10</td>
<td>4</td>
<td>(32, 352, 399, 217)</td>
</tr>
<tr>
<td>Toy</td>
<td>300</td>
<td>2</td>
<td>5</td>
<td>(35, 87, 79, 68, 31)</td>
</tr>
<tr>
<td>Winequality-red</td>
<td>1599</td>
<td>11</td>
<td>6</td>
<td>(10, 53, 681, 638, 199, 18)</td>
</tr>
</tbody>
</table>

5. Experimental study

To verify the efficiency of the three proposals, ten ordinal datasets have been used. Nine of them are benchmark datasets and the other (Toy) has been generated following the guidelines in [34]. Table 6 shows the characteristics of the datasets used, including the number of patterns, the number of attributes (after transforming nominal attributes into binary ones), the number of classes and the class distribution (number of patterns for each class).

Due to the fact that the MOEA used is non-deterministic, we perform a stratified 30-holdout, where approximately 75% of the instances are used for the training set and the remaining 25% for the test or generalization set (maintaining the original distribution of classes).

The essential parameters of the algorithm (population size, number of generations and number of nodes in hidden layer) were obtained using a 5-fold cross-validation process on the training set. A grid search was performed using \( \{10, 25, 50\} \) for the population size, \( \{100, 150, 200\} \) for the number of generations, and \( \{5, 10, 20, 30\} \) for the number of nodes in hidden layer. The criterion to select the best parameter combination was the MAE metric, due to it is one of the most commonly used ordinal metrics in previous works.

5.1. Comparison methods

The results obtain by a MOEA using the three proposals were compared with the two following related ordinal methods.

- **Proportional Odds Model (POM) [16]**: this method is a cumulative link model, specifically designed for ordinal regression. This model is inspired by the latent variable motivation which provides a solid probabilistic interpretation. In this work, the POM algorithm is used with the logit link function, the most extended one. More details of this method have been seen in Section 3.

- **Neural Network based on Proportional Odds Model (NNPOM) [35]**: this model is a non-linear version of the POM model, which combines neural networks with a cumulative link model. In this method, the output of a neural network is used as latent variable for the POM model. This type of model can be optimized by maximum likelihood optimization. In this work, the model is optimized using the same local search procedure employed by the MPDENN algorithm, iRprop\. The corresponding parameters have been cross-validated using the MAE metric and the same ranges.

5.2. Results

Table 7 shows the CCR results obtained after guiding the MOEA with the three proposals. They correspond...
to the averages and the standard deviations of the generalization results for the 30 models which are Pareto front extremes generated in 30 runs (one Pareto front for each run is obtained and then the two extremes of the front, in training, are extracted. See Figure 3 to locate these models). In addition, the two ordinal methods are included for comparison. The last part of the Table 7 includes the ranking over all the datasets. The ranking is obtained in the usual manner (for each dataset, a 1 is assigned to the best method, and a 8 to worst one) [36]. Similarly, Tables 8, 9 and 10 show the results obtained for the metrics MAE, MMAE and τb, respectively.

From a descriptive point of view, for CCR, the best ranking is obtained by the proposals 2, model 1, and the second by the proposal 1, model 1 (Table 7). For MAE (Table 8), the best rankings obtained are similar to those obtained for CCR. For MMAE (Table 9), the best ranking is obtained by the proposal 3, model 2, and the second by the model 1 of the same proposal. For τb (Table 10), the best ranking is obtained by the proposal 1, model 1, and the second by the proposal 2, model 1. These results show that the best proposal is the second one (MAE-MMAE pair), because the trained classifiers have better performance on two metrics (CCR and MAE) and the second best ones on τb. It should be pointed out that, according to the experiments, τb is not a suitable fitness function since the best and second best mean ranking in τb are not achieved by the proposal optimizing τb (see Table 10). In addition, the three proposals presented competitive results compared with the reference ordinal methods (POM and NNPOM).

A common feature of the three proposals is that the MMAE models do not perform well for global classification metrics (CCR, MAE and τb). The reason for this behavior is that these models are focused on the classification of the worst classified class. However, these models obtain the best results in MMAE, minimizing the maximum error across all the classes. In addition, during the evolutionary process, these models help to the opposite extreme models to improve their performance in the worst classified class because they incorporate diversity within the individuals population.

In order to determine the statistical significance of the rank differences observed for each method in the different datasets, a Friedman tests [37] have been carried out with a significance level of α = 0.05. When there are significant differences, the Bonferroni-Dunn’s test is used to compare all methods to each other. This test considers that the performance of any two methods is deemed to be significantly different if their mean ranks differ by at least the critical difference (CD):

\[ CD = q \sqrt{\frac{K(K+1)}{6D}}, \]

where K is the number of classifiers, D the number of datasets and the q value can be computed as suggested in [38]. We chose the best performing method (for each metric) as the control one for comparison with the rest. The ranks with significant differences for α = 0.05 are marked with an * in Tables 7, 8, 9 and 10 and for α = 0.10 with a ●.

In general, the NNPOM method is the worst one with a significantly worse value for all metrics (with α = 0.05 for MAE, MMAE and τb and α = 0.10 for CCR), when compared with the best method in each case. The POM method is significantly worse in MMAE and τb (both with α = 0.05) and the proposal 3-, model 2 (MMAE extreme of the τb-MMAE pair) is worse in τb (with α = 0.10). The greatest differences were found in the MMAE results. The reason for these differences may be due to the classical ordinal methods do not consider the performance for the worst classified class.

5.3. Study of the relationship between the MMAE and MAE metrics

In accordance with the results presented in the previous section, a good pair for guiding a multi-objective algorithm could be formed by the MAE and MMAE metrics. The analysis of these metrics is intended to further understand how they guide the DE algorithm. To analyse their relationship we propose the following procedure.

**Proposition 5.1.** Let us consider a J-class classification problem. Let MAE and MMAE be respectively the two measures associated with an ordinal classifier g. Without loss of generality, denote the class with maximum MAEj by j = J (MAEj). Then:

\[ p_j^* \text{MMAE} \leq \text{MAE} \leq \text{MMAE}, \]

where \( p_j^* \) is the estimated prior probability of the J-th class:

\[ p_j^* = \frac{n_j^*}{n}. \]

**Proof** We begin by proving the upper bound. In general:

\[ 0 \leq \text{MAE}_j \leq \text{MMAE} \leq J - 1, \]

so:

\[ \text{MAE} = \frac{\sum_{j=1}^{J} n_j \text{MAE}_j}{n} = \frac{n_1 \text{MAE}_1 + n_2 \text{MAE}_2 + ... + n_j \text{MAE}_j}{n} \leq \]
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Table 7: Results obtained in generalization for the metric CCR: mean and standard deviation (Mean$_{SS}$) and mean ranking ($\tilde{R}_{CCR}$).

<table>
<thead>
<tr>
<th>Dataset</th>
<th>Proposal 1 (CCR-MMAE)</th>
<th>Proposal 2 (MAE-MMAE)</th>
<th>Proposal 3 (γ-MAE)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>$\tilde{R}_{CCR}$</td>
<td>$\tilde{R}_{CCR}$</td>
<td>$\tilde{R}_{CCR}$</td>
</tr>
<tr>
<td></td>
<td>2.55</td>
<td>2.55</td>
<td>2.55</td>
</tr>
</tbody>
</table>

The best result in CCR is in bold and face and the second best result in italics
* and • stand for significant differences with the Bonferroni-Dunn's test when considering $\alpha = 0.05$ and $\alpha = 0.1$, respectively.

Table 8: Results obtained in generalization for the metric MAE: mean and standard deviation (Mean$_{SS}$) and mean ranking ($\tilde{R}_{MAE}$).

<table>
<thead>
<tr>
<th>Dataset</th>
<th>Proposal 1 (CCR-MMAE)</th>
<th>Proposal 2 (MAE-MMAE)</th>
<th>Proposal 3 (γ-MAE)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>$\tilde{R}_{MAE}$</td>
<td>$\tilde{R}_{MAE}$</td>
<td>$\tilde{R}_{MAE}$</td>
</tr>
<tr>
<td></td>
<td>2.87</td>
<td>5.25</td>
<td>2.87</td>
</tr>
</tbody>
</table>

The best result in MAE is in bold face and the second best result in italics
* and • stand for significant differences with the Bonferroni-Dunn's test when considering $\alpha = 0.05$ and $\alpha = 0.1$, respectively.

Table 9: Results obtained in generalization for the metric MMAE: mean and standard deviation (Mean$_{SS}$) and mean ranking ($\tilde{R}_{MMAE}$).

<table>
<thead>
<tr>
<th>Dataset</th>
<th>Proposal 1 (CCR-MMAE)</th>
<th>Proposal 2 (MAE-MMAE)</th>
<th>Proposal 3 (γ-MAE)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>$\tilde{R}_{MMAE}$</td>
<td>$\tilde{R}_{MMAE}$</td>
<td>$\tilde{R}_{MMAE}$</td>
</tr>
<tr>
<td></td>
<td>2.87</td>
<td>5.25</td>
<td>2.87</td>
</tr>
</tbody>
</table>

The best result in MMAE is in bold face and the second best result in italics
* and • stand for significant differences with the Bonferroni-Dunn's test when considering $\alpha = 0.05$ and $\alpha = 0.1$, respectively.

\[
\begin{align*}
\text{MAE} & \geq n_{1}^{\text{MAE}} + n_{2}^{\text{MAE}} + \ldots + n_{J}^{\text{MAE}} \\
& = \frac{\sum_{j=1}^{J} n_{j}^{\text{MAE}}}{n} = \text{MMAE} \\
& = \frac{\sum_{j=1}^{J} n_{j}^{\text{MAE}}}{n} = p_{J}^{\text{MMAE}},
\end{align*}
\]

Since

On the other hand, the lower bound can be obtained:

\[
\begin{align*}
\text{MAE} & \geq n_{1}^{\text{MAE}} + n_{2}^{\text{MAE}} + \ldots + n_{J-1}^{\text{MAE}} \\
& \geq 0,
\end{align*}
\]

Corollary 5.2. If the dataset is completely balanced,
Table 10: Results obtained in generalization for the metric $\tau_6$: mean and standard deviation ($Mean_{SD}$) and mean ranking ($\bar{R}_{\tau_6}$).

<table>
<thead>
<tr>
<th>Dataset</th>
<th>Proposal 1 (CCR-MMAE)</th>
<th>Proposal 2 (MAE-MMAE)</th>
<th>Proposal 3 ($\tau_6$, MMAE)</th>
<th>POM</th>
<th>NNPOM</th>
</tr>
</thead>
<tbody>
<tr>
<td>Autoimmune</td>
<td>0.6790(\pm0.1686)</td>
<td>0.6770(\pm0.1686)</td>
<td>0.6770(\pm0.1686)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Balance</td>
<td>0.9710(\pm0.0341)</td>
<td>0.9724(\pm0.0352)</td>
<td>0.9721(\pm0.0355)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Bondrate</td>
<td>0.4226(\pm0.2521)</td>
<td>0.3520(\pm0.2664)</td>
<td>0.3491(\pm0.2651)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>ERA</td>
<td>0.4512(\pm0.1531)</td>
<td>0.4544(\pm0.2686)</td>
<td>0.4419(\pm0.3533)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Eucalyptus</td>
<td>0.7514(\pm0.6237)</td>
<td>0.7734(\pm0.6241)</td>
<td>0.7510(\pm0.6257)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>LEV</td>
<td>0.6498(\pm0.2557)</td>
<td>0.6408(\pm0.2675)</td>
<td>0.5846(\pm0.3553)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>SWD</td>
<td>0.5348(\pm0.0915)</td>
<td>0.4442(\pm0.0968)</td>
<td>0.4640(\pm0.0971)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Toy</td>
<td>0.9763(\pm0.1300)</td>
<td>0.9763(\pm0.1303)</td>
<td>0.9749(\pm0.1303)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Winequality</td>
<td>0.5034(\pm0.1590)</td>
<td>0.5030(\pm0.1589)</td>
<td>0.4234(\pm0.1582)</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

The best result in $\tau_6$ is in bold face and the second best result in italics.

Then:

$$n_1 = n_2 = \ldots = n_J = \frac{n}{J} \quad \text{and} \quad p_j^* = \frac{1}{J}.$$

Therefore:

$$\frac{MMAE}{J} \leq MAE \leq MMAE.$$

5.3.1. Graphical representation of MMAE-MAE

The MMAE-MAE point of view allows us to represent the performance of a classifier in a two-dimensional space, taking into account that this pair of measures considers all the classes of the problem. Concretely, MMAE is represented on the horizontal axis and MAE on the vertical axis. One point in (MMAE, MAE) space dominates another if it is below and to the left, i.e., it has less MMAE and less MAE. Therefore, from the inequality previously derived in (3), each classifier will be represented as a point in the white region in Figure 3. Several points in (MMAE, MAE) space are important to note. The worst classifier is located at the upper right point $(J - 1, J - 1)$ and the $(0,0)$ point represents the optimum classifier. In addition, the point $(J - 1, p_j^*(J - 1))$ corresponds to a classifier that has, at least, one class with the worst classification possible. Note that it is possible to find among them classifiers with a low level of MAE, but with a higher level of MMAE, specially when the number of classes is high. Thus, minimizing these two error functions simultaneously produces models which are a trade-off between average results that are acceptable to all classes and the lowest ranked class, i.e. the class that has patterns farthest from the corresponding class in the ordinal ranking.

From the feasible region, the following comments can be made. First of all, observe that a decrease in MAE does not imply a decrease in MMAE. Reciprocally, a decrease in MMAE does not mean a decrease in MAE. On the other hand, it should be noted that for a fixed value of MAE, a classifier will be better when it corresponds to a point closer to the diagonal of the $(J - 1) \times (J - 1)$ square.

It is important to analyze if MMAE and MAE are not cooperative in general, especially at certain high levels. At the beginning of a learning process, MMAE and MAE could be cooperative, however after some generations, objectives become non-cooperative and a decrease of one objective usually involves an increase in the other one, as seen in Subsection 2.2.

Figure 4 shows the graphical results obtained with MAE-MMAE pair for the SWD dataset. For the MAE-MMAE space, the Pareto front for one specific run of the 30 ones performed for each dataset is selected, concretely the execution that presents the best individual on MAE for training data. The test graphic shows the MMAE and MAE values over the generalization set for the individuals who are reflected in the training graphic. Observe that the MAE-MMAE values do not form Pareto fronts in generalization, and the individuals...
that in the training graphic were in the first Pareto front, now can be located within a worst region. In general, the structure of a Pareto front in training has not to be maintained in generalization.

6. Conclusion

This paper contributes an analysis of different state-of-the-art performance measures to evaluate an ordinal classifier. The aim of this analysis is selecting the best pair of metrics to guide a multi-objective evolutionary algorithm. In this analysis, the new MMAE metric is included. This metric is the highest MAE value from MAEs measured independently for each class, i.e. it evaluates the performance of the worst classified class. The analysis studies the correlations between the different metrics for 10 ordinal regression datasets and 4 state-of-the-art methods. Three different pairs of metrics seem to be non-cooperative and, therefore, the most interesting (CCR-MMAE, MAE-MMAE and $\tau_b$-MMAE). In addition, these measures are studied over a set of synthetic confusion matrices.

To assess these non-cooperative metrics pairs in 10 ordinal datasets, a multi-objective evolutionary algorithm called MPDENN is guided by each of these three combinations. The MPDENN is used to optimize a neural network based on the proportional odds model and the results obtained by the extremes of the Pareto fronts when considering each proposal are reported. These results are compared with those obtained for two reference ordinal methods. This comparison establishes the second proposal (MAE-MMAE pair) as a very competitive one, obtaining suitable classifiers to optimize all the $CCR$, $MAE$ and $\tau_b$ metrics when selecting the $MAE$ extreme of the Pareto front, and acceptable values of MMAE when selecting the MMAE extreme. The reason of this good performance can be found in the fact that a good ordinal classifier must not only classify well the majority classes but also the other classes, including the smallest ones. Finally, the paper analyses the relationship between MAE and MMAE to better understand the 2-dimensional space where the search of the evolutionary algorithm takes place. An inequality is derived, which limits the search space, and some of the Pareto fronts are represented both for training and generalization sets.
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