Surface Phase Metastability during Langmuir Evaporation
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We have directly imaged the spontaneous formation of metastable surface phase domains on GaAs(001) during Langmuir evaporation. Eventually, these metastable phases transform to the thermodynamically stable parent phase, producing a dynamic phase coexistence with a temperature dependent, time-averaged coverage. Monte Carlo simulations are used to identify the key kinetic processes and investigate the interplay between phase metastability and evolving surface morphology. This is used to explain the measured temperature dependence of the time-averaged coverage.
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Free evaporation of atoms from a surface into a vacuum (Langmuir evaporation) has been extensively studied over the years [1–6]. In addition to being of fundamental scientific importance, it is directly relevant to the processing and growth of thin films and nanostructures across a wide range of technologies [1–11]. Here, we apply low energy electron microscopy (LEEM) to the technologically important GaAs(001) surface and reveal a striking new feature of Langmuir evaporation. Metastable surface phases are seen to form spontaneously, as unstable subsurface layers are exposed by evaporation. Eventually, these phases convert to the thermodynamically stable parent phase, producing a temperature-dependent, time-averaged metastable-phase coverage. This dynamic phase coexistence has important practical implications for the application of phase diagrams to interpret evaporating surfaces under vacuum, where a single phase is usually assumed to be present. We believe such phase metastability, induced by evaporation, is likely to be relevant for the optimization of thin film growth conditions across a wide range of material systems.

Experiments were performed under ultrahigh vacuum, in a LEEM modified for III-V MBE [12]. The temperature was calibrated by observing Ga droplet generation [4] and various surface-phase transformations [13]. An undoped GaAs(001) sample was degassed at 300 °C for 24 h. This was followed by annealing at 580 °C for 2 h to remove the surface oxide. The sample temperature was then increased above the congruent evaporation temperature to 650 °C to create Ga droplets of radius ~2 μm which were allowed to run across the surface [14,15]. This created smooth planar (001) regions which we utilize for our imaging experiments [16]. Finally, the Ga droplets were completely removed by annealing below the congruent evaporation temperature at 570 °C.

The sample was then heated above 580 °C where we would expect to observe the well-studied c(8 × 2) reconstruction, which is widely accepted to be stable under these conditions [13,17–19]. Figure 1 contains snapshots taken from a LEEM movie [20] of GaAs(001) at 598 °C, obtained under bright-field imaging conditions at an incident electron energy of 8.6 eV. All images have been smoothed utilizing standard interpolation methods. At time $t = 0$, panel (a) displays uniform, bright intensity corresponding to an expected c(8 × 2) surface. Two steps, which are receding due to evaporation, are also indicated by the arrows. These are of bilayer height, separating c(8 × 2) reconstructed terraces. Surprisingly, after 384 s, a dark patch nucleates in the center of the terrace [panel (b)] and grows [panels (c) and (d)]. By careful dark-field imaging [20,21], we are able to confirm that the dark contrast corresponds to the c(6 × 6) reconstruction. The (6 × 6) patch continues to grow until $t = 1416$ s when a small region of c(8 × 2) phase nucleates within the (6 × 6) patch.

![FIG. 1. Snapshots taken from a LEEM movie [20] revealing the fundamental mechanism of surface-phase metastability. The c(8 × 2) phase appears bright, while (6 × 6) and steps [indicated with arrows in (a)] appear dark. The scale bar in (a) is 0.1 μm and the sample temperature is 598 °C.](image-url)
[panel (e)]. The $c(8 \times 2)$ region then grows at the expense of the $(6 \times 6)$ phase until it is completely consumed, and only $c(8 \times 2)$ remains bounded by a bilayer height step loop. The nucleation and growth of $(6 \times 6)$ patches, followed by subsequent annihilation by $c(8 \times 2)$ occurs as discrete events across the entire surface. This dynamics produces a time-averaged phase coexistence between $(6 \times 6)$ and $c(8 \times 2)$ domains.

To explain the appearance of the $(6 \times 6)$ patches in Fig. 1, we must consider the mechanisms of Langmuir evaporation. The nucleation and growth of surface macrovacancies (Lochkeime) is known to play an important role in the evaporation of surfaces [22–24]. Here, surface vacancies typically form stable monolayer height clusters in a terrace, and the resulting step loop expands as atoms evaporate from the surface, causing the macrovacancy to grow. This mechanism would seem to be consistent with our observations in Fig. 1, but with one important exception. The macrovacancy nucleation and growth in panel (b) is associated with a $(6 \times 6)$ reconstruction rather than the stable $c(8 \times 2)$. This is illustrated schematically in Fig. 2(a). To explain this, we note that the freshly exposed surface during macrovacancy nucleation is in an unstable state and does not necessarily have to transform directly into the most thermodynamically stable state. Rather, it can transform into a metastable intermediate state as conjectured by Ostwald [25–28] [see Fig. 2(c)]. It seems likely that the route to $(6 \times 6)$ from the freshly exposed, unstable surface will be influenced by surface strain generated by the initial small step loop. However, the atomic-scale details of the initial nucleation process are below our instrumental resolution. Eventually, the metastable $(6 \times 6)$ phase converts to the stable $c(8 \times 2)$ phase via the nucleation of $c(8 \times 2)$ regions within the $(6 \times 6)$ phase [panels 1(e), 2(b), and 2(c)]. The $c(8 \times 2)$ phase then rapidly grows, leaving behind a bilayer height step loop on pure $c(8 \times 2)$ [panel 1(f)]. Hence, this dynamics of nucleation, growth, and annihilation gives rise to a time-averaged coverage of $(6 \times 6)$.

To quantify this dynamic mechanism we have measured the time-averaged coverage of $(6 \times 6)$ as a function of temperature $T$, as displayed in Fig. 3. The data were averaged over progressively shorter times and surface areas with increasing $T$ due to the faster evaporation kinetics at higher temperatures. This ranged from $3 \text{ h}/15 \text{ mm}^2$ at the lowest $T$ (581°C) to $30 \text{ min}/3 \text{ mm}^2$ at the highest (639°C). Below 580°C, the kinetics of evaporation became too slow to obtain time-averaged data. It can be seen that the $(6 \times 6)$ coverage decreases from $\sim 9\%$ at 580°C to around 0.1% at 640°C. The existence of $(6 \times 6)$ in this

**FIG. 2.** Cross-sectional schematic of Lochkeim formation and surface-phase metastability. (a) A Lochkeim formation forms in the $c(8 \times 2)$ phase (green line) and bilayer height steps propagate as atoms evaporate into the vacuum. The freshly exposed surface is the $(6 \times 6)$ phase (purple line). (b) $c(8 \times 2)$ nucleates within the $(6 \times 6)$ phase and the phase boundaries propagate until only $c(8 \times 2)$ is present. (c) Schematic representation of the change in surface free energy (per unit area) of the exposed surface. The exposed surface is unstable and transforms into the metastable $(6 \times 6)$ phase. An activation energy barrier $\Delta G$ exists for the conversion of the metastable $(6 \times 6)$ to the thermodynamically stable $c(8 \times 2)$.

**FIG. 3.** Time-averaged $(6 \times 6)$ coverage as a function of temperature. The circles are experimental values and the crosses were calculated from the MC simulations. The inset shows the time evolution of the $(6 \times 6)$ coverage produced by the MC simulation at 592°C. The dashed line shows the time-averaged coverage obtained from the shaded region (see text). Error bars are computed as standard deviations from the mean.
temperature range is surprising as it is generally assumed that only one phase, c(8 × 2), is present. It is likely that the transient nature and relatively small time-averaged (6 × 6) coverage explains why this surface-phase metastability has not been observed previously.

To explain the temperature dependence of the coverage we have developed a Monte Carlo (MC) simulation model which is governed by a set of simple rules derived from our LEEM movies. We consider a 10 μm square portion of a GaAs(001) surface, held at temperature T, subject to periodic boundary conditions. Pointlike Lochkeime are allowed to form at a uniform rate of Jw per unit area. The macrovacancy step loop associated with the Lochkeim is then expanded at a uniform velocity v, as GaAs evaporates, revealing a bilayer deep, circular (6 × 6) terrace. This mimics Figs. 1(a)–1(d) and the cross-sectional schematic in Fig. 2(a). The nucleation of c(8 × 2) on this terrace [Figs. 1(e) and 2(b)] is taken to occur at a rate ρ per unit area. Since our movies show that the transformation of (6 × 6) to c(8 × 2) is fast on the timescale of all other evaporation-related kinetic processes, including Lochkeim formation and (6 × 6) terrace growth, we allow an instantaneous conversion of (6 × 6) to c(8 × 2) across the entire (6 × 6) terrace.

These simple rules adequately describe the fundamental process of (6 × 6)-phase metastability shown in Fig. 1. However, to obtain a full, quantitative agreement with the experimentally observed coverage, our LEEM movies indicate that we must also incorporate several secondary processes into the MC model.

(i) We observe that Lochkeime form more readily on (6 × 6) than on c(8 × 2) (see Sec. II.A of [20]). We therefore introduce an additional rate Jb for the rate of Lochkeim formation per unit area of (6 × 6). In accordance with observation, Jb is taken as uniform across a (6 × 6) domain but only up to one Lochkeim is allowed to form per (6 × 6) terrace. In addition, we observe that when this mechanism results in an “inverted wedding cake” of (6 × 6) terraces, it is always the outer (highest) terrace which first transforms to c(8 × 2) (propagation of the stable phase stops at the step). This may reflect some stabilization of the inner (6 × 6) domains by surface stress.

(ii) When a c(8 × 2) terrace attains a critical radius Rc, one or more Lochkeime form at the center of the terrace (see Sec. II.B of [20]). We note that an analogous phenomenon has been observed during the epitaxial growth of Ag [29]. For simplicity, we assume only one Lochkeim nucleation event per critically sized c(8 × 2) terrace. This mechanism serves to maintain inverted wedding cake structures when (6 × 6) domains transform to c(8 × 2) before undergoing Lochkeim nucleation.

(iii) (6 × 6) domains may coalesce such that a single nucleation event at rate ρ transforms the entire terrace to c(8 × 2) (see Sec. II.C of [20]).

(iv) When a (6 × 6) domain coalesces with a c(8 × 2) terrace, it rapidly transforms to c(8 × 2) (see Sec. II.D of [20]). This conversion to c(8 × 2) is incorporated in the model as an instantaneous event.

Jw, Jb, ρ, and v are measured directly from the LEEM movies at nine different temperatures in the 580–640°C range (Fig. 4). To a good approximation, the step velocity is independent of the nature of the phases either side of the step. So only one velocity is used for all steps at a given T. Step bunching can affect the velocity, but this has a negligible effect on the simulations and so is neglected. Jb and ρ are determined from the measured distribution of (6 × 6) terrace size during respective Lochkeim and c(8 × 2) nucleation [20]. The measured value of Rc = 0.17 μm is found to be approximately constant over the temperature range of interest.

We fit the T dependence of Jw, Jb, ρ, and v to the standard Arrhenius form, x = x0 exp (−Ea/kT) where x0 and EA are the respective prefactor and energy barrier with k equal to Boltzmann’s constant (see Fig. 4). The determined prefactors and energy barriers contained in the Fig. 4 caption are used in the MC simulations. However, these values should not be interpreted physically since it is well appreciated that non-Arrhenius temperature dependence can arise during the complex kinetic processes associated with evaporation [24]. Rather, the Arrhenius form used here should be viewed as a convenient fit to the measured data.

MC simulations were run for the nine temperatures corresponding to the LEEM measurements (see the MC simulation movie [20]). They begin with a pure c(8 × 2)
surface exposed to the vacuum. As the simulations proceed, the \( (6 \times 6) \) coverage initially increases before decaying and settling in to a steady state. The coverage and surface morphology associated with this steady state are used to compare with experiment. For the three lowest temperatures, rather than a strict steady state, we find a long-period decrease in \( (6 \times 6) \) as shown by the inset in Fig. 3 for 592°C. However, this long decay is experimentally inaccessible and the shaded quasi-steady-state plateau region is used to determine the coverage for this, and the other two lowest temperature cases.

The time-averaged \( (6 \times 6) \) coverage evaluated by MC simulations is compared with experiment in Fig. 3. Excellent agreement is found across the entire temperature range. Note that the fits in Fig. 4 were carefully tuned within the error bars to optimize agreement with experiment. To explain the decrease in \( (6 \times 6) \) coverage with increasing \( T \) we compare snapshots of the experimental and simulated surface morphology at low, intermediate, and high temperatures in Fig. 5. Again, the general reproduction of the salient experimental features by the simulations is very good. Both experiment and simulation indicate that there is a clear change in surface morphology intrinsically linked to the varying \( (6 \times 6) \) coverage with \( T \). By combining the MC simulation of surface morphology in Fig. 5 with the measured rates of the key kinetic processes in Fig. 4, we can now explain the link between evolving morphology and the \( T \)-dependent \( (6 \times 6) \) coverage measurements in Fig. 3.

At low \( T \), it can be seen from Fig. 4 that \( J_n > \rho \). Lochkeim nucleation is therefore more likely to occur on metastable \( (6 \times 6) \) domains before they transform to \( c(8 \times 2) \). Furthermore, the relatively high \( J_b/\rho \) ratio in this regime promotes Lochkeim nucleation on \( (6 \times 6) \) domains when they are still relatively small. This gives rise to a surface populated with inverted wedding cakes resulting from multilayer evaporation, as shown in Figs. 5(a) and 5(d) (also see the low \( T \) MC simulation [20]). Note that the outer (upper) \( (6 \times 6) \) terrace of an inverted wedding cake is of an annular shape and provides a limited surface area for \( c(8 \times 2) \) nucleation. This tends to preserve these structures which are responsible for the high \( (6 \times 6) \) coverage measured at low \( T \) in Fig. 3.

With increasing \( T \), the inverted wedding cake structures become less pronounced. \( \rho \) increases faster than the step velocity \( v \) (Fig. 4) so that outer \( (6 \times 6) \) domains transform to \( c(8 \times 2) \) at smaller sizes [panels 5(b), 5(c), 5(e), and 5(f) and the intermediate \( T \) MC simulation [20]]. This decreases the overall time-averaged \( (6 \times 6) \) coverage with increasing \( T \) (Fig. 3).

Eventually, \( \rho \) surpasses \( J_n \) at higher \( T \) (Fig. 4) and so fewer \( (6 \times 6) \) domains undergo a second Lochkeim nucleation event during their shorter lifetime. Furthermore, the large value of \( J_n \) in this regime facilitates terrace coalescence. As discussed earlier, coalescence can also further decrease the overall \( (6 \times 6) \) coverage via the mechanisms in Secs. II. C, II. D in Supplemental Material [20].

Evaporation therefore proceeds in a layer-by-layer mode at high \( T \), where fewer atomic layers are exposed at the surface [see panels 5(c) and 5(f) and the high \( T \) MC simulation [20]]. The enhanced rate of \( c(8 \times 2) \) nucleation and the absence of inverted wedding cake structures explains the low \( (6 \times 6) \) coverage in this regime.

The observation of surface-phase metastability during Langmuir evaporation is surprising but the phenomenon should, in fact, occur quite widely. An unstable subsurface layer, suddenly exposed by evaporation, does not necessarily have to transform directly into the most thermodynamically stable state. Instead, the unstable surface can transform into a metastable intermediate state, as empirically described by Ostwald [25]. Figure 5 illustrates the intricate interplay between the kinetic processes of Langmuir evaporation and phase metastability which determines the time-averaged coverage as a function of \( T \) (Fig. 3). Such phase coexistence is a result of kinetics, not thermodynamics, and is distinct from coexistence resulting from long-range electrostatic and elastic interactions between surface domains [30,31].

In summary, we have observed surface-phase metastability during Langmuir evaporation of GaAs(001). This gives rise to a dynamic-phase coexistence which has previously gone unnoticed, possibly due to a lack of real-time imaging of this surface. The direct observation of metastable phases provides new insights into the kinetic processes of Langmuir evaporation. Evaporation is
dominated by inverted wedding cake structures at low $T$, creating a significant time-averaged metastable-phase coverage. With increasing $T$, such structures become less pronounced, with a concomitant decrease in $(6 \times 6)$ coverage as evaporation tends towards a layer-by-layer mode. Often, for purposes of growth, a single surface phase is required. Since surface-phase metastability is likely to occur across a wide range of materials systems, it might therefore have broad technological relevance for the growth and processing of thin films under vacuum.

Information on the data that underpins the results presented here, including how to access them, can be found in the Cardiff University data catalogue [32].
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