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Abstract

Understanding how people rate thir confidence is critical for characterizing a wide range of
perceptual, memory, motor, and cognitive processé&® enable the continued exploration of these
processes, we created a large détase of confidence studies spaing a broad set of paradigms,
participant populations, and field®f study. The data from each study are structured in a common,
easy-to-use format that can be aily imported and analyzed in nitiple software packages. Each
dataset is further accompanied by an explanation regarding the nature of the collected data. At the
time of publication, the Confidence Database (availablecatf.io/s46pr) contained 145 datasets

with data from over 8,700 partipants and almost 4 million trialsThe database will remain open

for new submissions indefinitely and is expectéad continue to grow. We show the usefulness of
this large collection of datasets in four differergnalyses that provide precise estimation for several

foundational confidence-related effects.

Main

Researchers from a wide range of fields use ratioigconfidence to provide fundamental insights
about the mind. Confidence ratings are subjeetratings regarding one's first-order task
performance. For instance, participants maytfaecide whether a probe stimulus belongs to a
previously learned study list or noA confidence rating, in this s@, could involve the participants'
second-order judgment regarding how sure they areuwttthe accuracy of the decision made in that
trial (i.e., accuracy of the first-order task penfzeince). Such second-ordeidgments reflect people's

ability to introspect and can be dissiated from the first-order judgment Confidence ratings tend to
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correlate strongly with accuracy, response spesad brain activity distinguishing old and new

probe¢ suggesting that they reflect relevant internal states.

The question of how humans (or other animalsalerate their own decisions has always been an
important topic in psychology, arttie use of confidence ratings dates back to the early days of
experimental psycholodyIn addition, confidence has beenagsas a tool to, among many other
things, determine the number of stinct memory retrieval procességeveal distortions of visual
awareness understand the factors that guide learnfngssess the reliability of eyewitness
testimony, test theories of sensory processtrand decision-makirig®, help estimate the fit of
parameters of the psychometrftnction more efficiently, and characterize various psychiatric
conditions?. The wide application of confidence maliea fundamental measure in psychological

research.

However, despite the widespread use of confideratings, scientific pragss has been slowed by

the traditional unavailability of previously collectédta. In the current system, testing a new idea
often requires scientists to spend months or yearthgang the relevant data. The substantial cost in
time and money associated with new data collection has undoubtedly led to many new ideas simply
being abandoned without ever being examined engailly. This is especialiyfortunate given that

these ideas could likely have been tested usirggdbzens of datasetsreldy collected by other

scientists.
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Typically, when data re-use takes place, it is withlab or a small scientific group -- that often
restricts itself to very specific paradigms --igthpotentially limits the formation of a broader
understanding of confidence across a wider ranfjeasks and participants. Therefore, another
important advantage of data re-use lies irettiversity of experimental tasks, set-ups, and

participants offered by compiling datasetsifin different labs and different populations.

Although data sharing can speed up scientific progress considerably, fields devoted to understanding
human behavior unfortunately haveultures of not sharing dat&*. For example, Wicherts et &l.
documented their painstaking and ultimately unsuccakshdeavor to obtain behavioral data for re-
analysis; despite persistent efforts, the authors walbde to obtain just 25.7%f datasets the authors
claimed to be available for re-alyais. Nevertheless, recent effsrtowards increased openness have
started to shift the culture considerably and necand more authors post their data in online

depositories®’.

There are, however, several challenges involved in secondary analyses of data, even when such data
have been made freely availablérst, the file type may not be usable or clear for some researchers.
For example, sharing files in proprietary formatay limit other researcher’s ability to access them

(e.g., if reading the file requires software thanist freely or easily obtainable). Second, even if the

data can be readily imported and used, importarformation about the data may not have been
included. Third, researchers who need datanfra large number of studies have to spend a

considerable amount of timerfding individual datasets, familiarizing themselves with how each



192

193

194

195

196

197

198

199

200

201

202

203

204

205

206

207

208

209

210

211

212

dataset is structured, and organizing all datasete a common format for aalysis. Finally, given the

size of the literature, it can be difficult to ex determine which papers contain relevant data.

Here we report on a large-scale afféo create a database of confidice studies that addresses all of
the problems above. The database uses an opemdstalized format (.csv files) that can easily be
imported into any software program used for aysis. The individual datasets are formatted using
the same general set of guidelines making it legdylikhat critical components of the datasets are
not included and ensuring that data re-use isahuess time-consuming. Finally, creating a single
collection of confidence datasets makes it much eaand faster to find datasets that could be re-

used to test new ideas or models.

Details on the database
The Confidence Database is hosted o @pen Science Framework (OSF) websiei¢/s46p)).

Each dataset is represented by two files — a datariilesv format and a readme file in .txt format.

The majority of data files contain the followifiglds: participant index, stimulus, response,
confidence, response time of the decision, and msge time of the confidence rating. Depending on
the specific design of each study, these fields casligétly different (e.qg., if there are two stimuli on
each trial or confidence and decision are givethwi single button press). Further, many datasets

include additional fields needed to fultiescribe the nature of the collected data.



213 The readme files contain essential informatioroabthe contributor, corresponding published paper
214  (if the dataset is published and current status of greject if not), stimuli ued, confidence scale, and
215 experimental manipulations. Othémnformation such as the original purpose of the study, the main
216 findings, the location of data collection, etc. aaso often included. In geeral, the readme files

217  provide a quick reference regarding the natureeath dataset and mention details that could be
218 needed for future re-analyses.

219

220 The Confidence Database includes a wide vadéstudies. Individual datasets recruit different

221 populations (e.g., healthy or patient populations)¢tis on different fields of study (e.g., perception,
222  memory, motor control, decision making), emplojfelient confidence scales (e.g., binary, n-point
223  scales, continuous scales, wagering), use diffetgmes of tasks (e.g., binary judgements vs.

224  continuous estimation tasks), and collect confideatelifferent times (e.g., after or simultaneous
225  with the decision). Figure 1 gives a broad overview of the types of datasets included in the database
226  at the time of publication. This variety ensuresithuture re-analyses caamddress a large number of
227  scientific questions and test them based on muéimethods of evaluating one’s own primary task
228 performance.

229

230 Importantly, the database will remain open formesubmissions indefinitely. Instructions for new
231 submissions are made available on the OSF patfeealatabase. Carefuliprmatted .csv and .txt

232 files that follow the submission instructionsrche e-mailed to confidence.database@gmail.com.
233  They will be checked for quality and then uploaded with the rest of the database.

234
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Finally, to facilitate searching the database, eeggsheet with basic information regarding each
study will be maintained (link oabe found on the OSF page). Bpeeadsheet includes information
about a number of different details regarding the dsga such as the field of study (e.g., perception,
memory, etc.), authors, correspding publication, number of participants and trials, the type of

confidence scale, etc.

At the time of publication, the Confidence Dataleacontained 145 datasets, bringing together 8,787
participants, for a total of 3,955,802 individual tsaThe data were collectadostly in laboratory
experiments (from 18 different countries over fiventiments) but also in online experiments. Despite
its already large size, the database still contanly a small fraction of the available data on
confidence and is expected to continue to groWe encourage researchers who already make their
data available to also submit their data to the Confidence Database. This would make their data

easier to discover and re-use, and would multiply the impact of their research.

Anyone is encouraged to download and re-usedhé from the database. The database is shared
under the most permissive CCO license thus placiagitiia in the public domain. As with the re-use
of any other data, publications that result from sughanalysis should cite the current paper, as well
as the listed citation for each of the datasétsit were re-analyzed. We highly encourage the
preregistration of future secondary analyses anféreeaders who wish to perform such analyses to
an excellent discussion of thisocess including preregistratidemplates by Weston et af.(the

templates are available atsf.io/x49z).



257  Example uses of the Confidence Database

258 The Confidence Database can be used for a waakpurposes such as developing and testing new
259 models of confidence generation; comparing confidence across different cognitive domains, rating
260 scales, and populations; determinitite nature of metacognitive defits that accompany psychiatric
261 disorders; characterizing the relationship betwesanfidence, accuracynd response times; and

262  building theories of the response times associatethwbnfidence ratings. Further, the database can
263  also be used to test hypotheses unrelated to ¢dehce due to the inclusion of choice, accuracy, and
264  response time. Different studies can re-use a felerant datasets (maybeven a single one) or

265 simultaneously analyze a large set of the availabliasets thus achieving substantially higher power
266 than typical individual studies.

267

268 Below we present results from foulifferent example analyses inder to demonstrate the potential
269 utility and versatility of the database. These analyses are designed to take advantage of a large
270 proportion of the available data, thus resultingvery large sample sizes. Annotated codes for

271 running these analyses are freely avilitaat the OSF page of the databassf(io/s46p). We note

272  that these codes can be used by researchers as a starting point for future analyses. All statistical tests
273  are two-tailed and their assumptions were verifiddeasurements were taken from distinct samples.
274

275 Analysis 1: How confidence is relatedctmice and confidence response times (RTs)

276  One of the best known properties of confidence ngs is that they correlate negatively with choice
277  RT. However, despite its importance, this finding is virtually always treated as the outcome of a

278  binary null-hypothesis significance test, which daesreveal the strength of the effect. At the same

10
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time, it is becoming widely recognized that binlg a replicable quantitative science requires that
researchers, among other things, “adopt estiina thinking and avoid dichotomous thinking”
Precise estimation, though, requires very large skngizes and any individual study is usually not
large enough to allow for accuracy in estimatidime Confidence Database thus provides a unique
opportunity to estimate with unpecedented precision the strength of foundational effects such as
the negative correlation between confidence andide RT, thus informing theories that rely on
these effects. Further, the databasdows for investigations of lesser studied relationships such as

between confidencend confidence RT.

Using the data from the Confidence Database, we thus investigated the precise strength of the
correlation of confidence with both choice andnfmlence RT. We first selected all datasets where
choice and confidence RTs were reported. Nbt some datasets featured designs where the
choice and confidence were made with a singlédou press -- such datasetgere excluded from the
current analyses. In addition, we excluded individuarticipants who only used a single level of
confidence because it is impossilitecorrelate confidence and RTrfeuch subjects, and participants
for whom more than 90% of the data were excludgdich occurred for six participants from a study
with very high confidence RTs; see below)}okal, the final analyses were based on 4,089

participants from 76 different datasets.

Before conducting the main analyses, we perfodiiasic data cleanup. This step is important as
contributors are encouraged to include all participgand trials from an experiment even if some

participants or trials were excluddrom data analyses in the original publications. Specifically, we

11



301

302

303

304

305

306

307

308

309

310

311

312

313

314

315

316

317

318

319

320

321

322

excluded all trials without a confidence rating (sudals typically came ém studies that included a
deadline for the confidence response), all trials without choice RT (typically due to a deadline on the
main decision), and all trials with confidence amdéhoice RTs slower than 5 seconds (the results
remained very similar if a threshd of 3 or 10 seconds was used instead). These exclusion criteria
resulted in removing 7.3% of the data. In additiéor each participant, we excluded all choice and
confidence RTs differing by more than 3 standardia#ons from the mean (resulting in the removal

of additional 1.8% of the data).

We then correlated, for each participant, the ca@nce ratings with choice RTs. We found that the
average correlation across participants was-.24 {(4088) = -71.09 < 2.2e-16, d = 1.11). The very
large sample size allowed us to estimate the averegrrelation with a very high degree of precision:
the 99.9% confidence interval fune average correlation value wis25, -.23], which should be
considered as a medium-to-large efféctAt the same time, it is important to emphasize that the high
precision in estimating the averagorrelation does not imply a lack of variability between individual
participants. Indeed, we observed very high indiingl variability (SD = .21), which we visualize by
plotting all individual correlation values and corresponding density functions in the form of raincloud
plots™ (Figure 2A). Still, the effect size is large endhghpower analyses indicate that a sample size
as small as N=9 provides >80% powmi a sample size of N=13 proesd>95% power to detect this

effect(at r = .05).

We next performed the same analyses for the ctatien between confidence and confidence RT. We

found that the average correlatn across participants was= -.07, SD = .24(4088) = -18.7H <

12



323 2.2e-16, d = .29) with a 99.9% comimte interval for the average coragion value of [-.08, -.06]. This
324  effect should be considered as “very smalltfog explanation of single events but potentially

325 consequential in the not-very-long rui?” The small but reliable negative association between

326 confidence and confidence RT would have been particularly difficdétect with a small sample

327 size. Indeed, a study with a sample size of 33 (thdiamesample size of the studies in the Confidence
328 Database) would have only 37% power of deitegthis effect. To achieve power of 80%, one

329 requires a sample size of N=93r fower of 95%, N=152 is needed.

330

331 It should be noted that existing ndels of confidence generation (e%) predict a lack of any

332  association between confiden@nd confidence RT (but sé8. The small but reliable negative

333 correlation thus raises the question about what isisiag this negative association. One possibility is
334 that participants are faster to give high confidenratings because a strong decision-related signal
335 can propagate faster to neural circuits that gerterthe confidence response (for a similar argument
336 in the case of attention, s€®) but further research is needed ttirectly test this hypothesis.

337

338 Finally, we also found that the strength of the correlation between confidence and confidence RT was
339 itself correlated with the strength of the o®lation between confidence and choice RB087) = .20,
340 p<2.2e-16 (Figure 2B). Future research shimydstigate whether this correlation is due to

341 variability in individual participants or sability at the level of the datasets.

342

343  Analysis 2: Serial dependence in confidence RT

13



344  Itis well known that perceptual choic@sconfidence judgment§, and choice RT5sare subject to

345 serial dependence. Such findings have been ugsedake fundamental claims about the nature of
346  perceptual processing such as that the visyatem forms a “continuity field” over space and

347  time®?° The presence of serial depdence can thus help revealghunderlying mechanisms of

348 perception and cognition. However, to the bestaofr knowledge, the presence of serial dependence
349  has never been investigated for one of the mimsportant components of confidence generation:
350 confidence RT. Therefore, determining whether alediependence exists for confidence, and if so,
351 estimating precisely its effect size, can theref@rovide important insight about the nature of

352 confidence generation.

353

354  To address this question, we considered the datan the Confidence Database. We analyzed all
355 datasets in which confidence was provided watseparate button press from the primary decision
356 and that reported confidence RT. In total, 82 dataseere included, comprising 4,474 participants.
357 Data cleanup was performed as in the previous wsial Specifically, we removed all trials without
358 confidence RT and all trials withrda@ence RT slower than 5 secor{dssults remained very similar if
359 athreshold of 3 or 10 seconds was used instead}) ba the current trial ad up to seven trials back,
360 because we wanted to investigate serial dependenpédo lag-7 (this excluded a total of 4.3% of the
361 data). Further, as before, we ended, separately for each participamll confidence RTs differing by
362 more than 3 standard deviations from the meg@hus excluding additional 9.6% of the data).

363

364 We performed a mixed regression analysis predictogfidence RT with fixed effects for the recent

365 trial history up to seven trials batlkand random intercepts for each participant. Degrees of freedom
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381
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385

386

were estimated using Satterthwais approximation, as implemented in the ImerTest pacRagae
found evidence for strong autocorréian in confidence RT. Specifically, there was a very large lag-1
autocorrelation b = 1.346§(1299601) = 153.6 < 2.2e-16; Figure 3). The strength of the
autocorrelation dropped sharply for higher lags bbetained significantly positive until at least lag-7

(allp’s < 2.2e-16).

These results suggest the existence of serigedeence in confidence RT. However, it remains
unclear whether previous trials have a causal effacthe current trial. For example, some of the
observed autocorrelation may be due to a geneaded up of confidence RTs over the course of
each experiment. To address tlgsestion, future studies should experimentally manipulate the
speed of the confidence ratings on some triatgl explore whether such manipulations affect the

confidence RT on subsequent trials.

Analysis 3: Negative metacognitive sensitivity

Many studies have shown that humans and othaimals have the metacognitive ability to use
confidence ratings to judge the accuracy of their own decidfoirs other words, humans have
positive metacognitive sensitivity meaning that higher levetsf confidence predict better
performance. However, it is not uncommon thatividual participants fail to show the typically
observed positive metacognitive sensitivity. Untillpsuch cases have been difficult to investigate

because they occur infrequently within a given dataset.
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Using the Confidence Database, we estimated thexalence of negative metacognitive sensitivity
and investigated its causes. We analyzed all sitsathat contained the variables confidence and
accuracy. In total, 71 datasets were included, casipg of 4,768 particignts. We excluded studies
on subjective difficulty, because these investagttie relation between confidence and performance
within correct trials. We further excluded participamt$o only reported a single level of confidence
(since it is impossible to estimate metacognitsensitivity for such participants), studies with a
continuous measure of accura@nd participants for whom more than 90% of the data were
excluded (which occurred for six participafriism a study with veryigh confidence RTS).
Metacognitive sensitivity was computed using a lagistgression predicting accuracy by normalized
confidence ratings. This measure of metgwition has a number of undesirable properffebut

reliably indicates whether metacognitiversstivity is positie or negative.

We found that, across all participants, the averageébalue from the logistic regression was .096,
SD=.064,1(4767) = 104.01p < 2.2e-16, d = 1.5; Figure 44\ $ indicating that metacognitive
sensitivity was reliably positive in the groiowever, 293 of the participants (6.1% of all
participants) had a negative beta value, indicatihg potential presence of negative metacognitive

sensitivity.

We next explored why such negative coefficiemisy occur for these 293 participants. We reasoned
that the majority of the cases of estimated negatimetacognitive sensitivity could be due to several
factors unrelated to the true metacognitive sensitywof each participant. First, the negative beta

values could simply be due to misestimation stemming from relativegllsample sizes. Even

16



409

410

411

412

413

414

415

416

417

418

419

420

421

422

423

424

425

426

427

428

429

though the number of trials per participant did hoorrelate with participants’ beta coefficient
(r(4766) = -.021p = .143; Figure 4B), 9.9% of all particigamith negative betasalue completed less
than 50 trials in total. Second, a positive t@aship between confidence and accuracy can be
expected only if performance is above chancediformance is at chance, this may indicate that
there is no reliable signal that could beedsby the metacognitive system, although $&&). We did
indeed observe a correlation between the beta values and average accuf@&t§q) = .203p < 2.2e-
16, Figure 4C) with 19.4% of all participants with niegebeta values having an accuracy of less than
55%. Third, for those datasets including choice RJonfidence RT, we calatéd the overall median
choice/confidence RTs and correlated these with bieta coefficients (one dataset was excluded
here, because the primary task was to completed®és progressive matrices and therefore choice
and confidence RTs were within the range of m@sutather than seconds). Again, we observed
significant correlations between betas and choice RBOT6) = -.083) = 3.6e-06, Figure 4D) and
between betas and confidence RT@(91) = .071p = 0.0009, Figure 4E), but the magnitude of these
correlations was very small and only 2.3% and D#participants with negative betas had median
choice or confidence RT of less than 200 ms, resgygtiFinally, we reasoned that beta coefficients
could be misestimated if a very large proportioihconfidence judgments were the same. Therefore,
we computed the proportion of the most commaonfidence rating for each participam£37.9%,
SD=.22). We did not observe a significant cortielabetween the proportion of the most common
confidence rating and the beta value$4766) = -.025) = .086, Figure 4F), and only 5.4% of all

participants with negative betas only used a singdafidence rating for more than 95% of the time.
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430 Overall, 96 participants from the 39vith negative beta values (326) completed less than 50 trials,
431 had overall accuracy of less than 55%, or used#ree confidence response on more than 95% of all
432 trials. This means that 197 participants had negakieéa values despite the absence of any of these
433 factors (note that for 55 of these participants, no RT information was provided, so a few of them
434  could have had overly fast choice or confide®CE). This result raises the question about the

435 underlying causes of the negative beta valuedloleup studies could focus on these subjects and
436  determine whether there is anything differeabout them or the tasks that they completed.

437

438  Analysis 4: Confidence scales used in perception and memory studies

439  One of the strengths of the Confidence Databagbasit allows for investigations on how specific
440 effects depend on factors that differ from study study. For example, for any of the analyses above,
441  one could ask how the results depend on factorstileedomain of study (i.e., perception, memory,
442  cognitive, etc.), confidence scale used (engpoint vs. continuous), whether confidence was

443  provided simultaneously with the decision, the number of trials per participant, etc. These questions
444  can reveal some of the mechanisms behind carime generation, such as, for example, whether
445  metacognition is a domain-spéicior domain-general proce¥s®

446

447  Here we took advantage of this feature of thenfidence Database to ask a meta-science question:
448  Does the type of confidence scale researchess depend on the subfield that they work in?

449  Confidence ratings are typically given in one of tmays. The majority of studies use a discrete Likert
450 scale (e.g., a 4-point scale where 1 = lowest confided = highest confidence). Such scales typically

451  have a fixed stimulus-response mapping so thgiven button always indicates the same level of

18



452

453

454

455

456

457

458

459

460

461

462

463

464

465

466

467

468

469

470

471

472

confidence (though variable stimulus-response mappings are still possible). Likert scales can also have
different number of options. Comparatively fewendies use continuous scales (e.g., a 0-100 scale
where 0 = lowest confidence, 100 = highest confidgnSeach scales typically do not have a fixed
stimulus-response mapping and responses are offigen using a mouse click rather than a button

press (though it is possible to use a keyboard in such cases too).

We focused on the domains of perception andmuey because these were the only two domains
with a sufficient number of datasets in the databd88 datasets for perception and 27 datasets for
memory; all other domains had at most 16 dataseese Figure 1). We categorized each dataset from
these two domains as employing a 2-point, 3-poflapoint, 5-point, 6-point, 7-to-11-point, or a
continuous confidence sa@lwe combined the 7- to 11-point scaleso a single category because of
the low number of datasets with such scales). Finally computed the percent of datasets with each

of the confidence scales separately tbe perception and memory domains.

We found that there were severaystematic differences betweengahwo domains. Most notably,
memory studies used a 3-point confidence scale 48%e time (13 out of 27 datasets), whereas
perception studies used a 3-point confidence scas J6% of the time (14 out of 89 datasets) with
the difference in proportions being significant (Z = -3p9,0.0005; Figure 5). On the other hand, a
much lower percent of memory datasets (4%, 1 oluR7 datasets) used a gtnuous scale compared
to perception studies (33%, 2fut of 89 datasets; Z = 3.002= 0.003). Both comparisons remained

significant at the .05 level after Bonferroni cornect for multiple comparisons was applied. We did
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not find any difference between pegption and memory studies for the rest of the confidence scale

types (allp’s > 0.2 before Bonferroni correction).

These results suggest the presence of systendfierences in how confidence is collected in
perception and memory studies with most prmumced differences in the use of 3-point and
continuous scales. Since it is lear why perception and memongsearch would benefit from the
use of different confidence scales, these findingy maint to a lack of sufficient cross-talk between
the two fields. Future research should first confirm the presence of such differences using an

unbiased sample of published studies and thate the origin of these differences.

Data sharing in the behavioral sciences

It is a sad reality that “most of the data generdtiey humanity’s previous smtific endeavors is now
irrecoverably lost™®, Data are lost due to outdated filerfmats; researchers changing universities,
leaving academia, or becoming deceased; webditgmming defunct; and lack of interpretable
metadata describing the raw data. It is unlikely that much of the data not already uploaded to
websites dedicated to data preservation will reimavailable for future research several decades

from now.

We hope that the Confidence Database will cdnite to substantially increased data preservation
and serve as an example for similar databasexsher subfields of behavioral science and beyond.
Many subfields of psychology produce data thah be fully summarized in a single file using a

common format and thus can be easily shared. Theenegistence of such a database in a given field
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495 may encourage data sharing by facilitating the msxof preparing and uploading data; indeed lack
496  of easy options for data sharing is among the im@ot factors preventing researchers from sharing
497  their data”* A popular database can also provide the Hiraf the extra visibility afforded to the

498 studies in it. Databases could serve as invalutdués for meta-analyses and as a means to minimize
499 false positive rates that may originate from lowvpered studies and publication bias (i.e., favoring
500 significant findings) by simply including datasets thiab show null effects. Importantly, it is critical
501 that sharing data is done ethically andattparticipant anonymity is not compromis&€d*: We have

502 followed these principles in assembling the Coaffide Database: All datasets have received IRB
503 approvals by the relevant local committees (thesa be found in the original publications), all

504  participants have provided informed conseand all available data are de-identified.

505

506 Facilitation of data sharing would benefit from det@ning the factors that prevent researchers from
507 exercising this important practice as part of thédissemination efforts. One of these factors could be
508 the notion that researchers who spent resourcestdlect the original dataset should have priority
509 over others in re-using their own d&ta>. We argue that sharing data can have positive

510 consequences for individual reseaerh by increasing the visibility of their research, the citation

511 rate®, and its accuracy by enablimeta-analysis. Another set of factors are those that deter

512 researchers from using shared data in open Efmies. One of those factors is the belief that

513 utilizing shared data could limit the impact of the work. Milham ef@ddressed such issues by

514 demonstrating that manuscripts using shared data can, in fact, result in impactful papers in cognitive

515 neuroscience and make a case fanare universal effort for data sting. We hope the construction
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516 and maintenance of the Confidence Database will lz@lgress some of these issues in the domain of
517  confidence research.

518

519 Finally, it is important to consider the limitations of the Confidence Database and similar future
520 databases. First, the quality of such databaseiermined by the quality of the individual studies;
521 amassing large quantities of unreliable data wouldolbdittle use. Second, the datasets included are
522  unlikely to be an unbiased sample of the literature (though the literature as a whole is unlikely to be
523 an unbiased sample of all possible studies). Thirdfandardizing the data format across various

524  datasets, some of the richness of each datasetss [Bherefore, in addition to contributing to field-
525 wide databases, we encourage researchers to slsre their raw data in a separate repository.

526

527  Conclusion

528 The traditional unavailability of data in the behaviosalences is beginning to change. An increasing
529 number of funding agencies now require data sharing and individual researchers often post their data
530 even in the absence of official mandates to do Boe Confidence Database represents a large-scale
531 attempt to create a common database in a subfieldehavioral research. Weelieve that this effort
532 will have a large and immediate effect on coefide research and will become the blueprint for

533 many other field-specific databases.

534

535 Data availability

536  The Confidence Database is availablesitio/s46pt

537
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538 Code availability

539 Codes reproducing all analysedfis paper are available atf.io/s46pr
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Figure legends

Figure 1. Datasets currently the Confidence Databas®ie charts showing the number of datasets
split by category, publication year, number of partarips, number of trials per participant, type of
judgment, and rating scale. The label “Multiple” in the first pie chart indicates that the same
participants completed tasks fromore than one category. The maximum number of participants
was 589 and the maximum trials per participantsvg320 (“variable” indiates that different

participants completed diffeent number of trials).
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Figure 2. Correlating confidenagith choice and confidence RTA) We found a medium-to-large
negative correlationr(= -.24p < 2.2e-16, n = 4,089) between confidence and choice RT, as well as a
small negative correlationr € -.07 p < 2.2e-16, n = 4,089) betweeanfidence and confidence RT.

Box shows the median and the interquartile (25-7%&nge, whereas the whiskers show the 2-98%
range. (B) The strength of the two correlationpanel A were themselves correlated across subjects

(r=.23p<2.2e-16, n = 4,089).

Figure 3. Serial dependence in confidence Re observed a large lag-1 autocorrelatibrn=(1.346,
t(1299601) = 153.60 < 2.2e-16, n = 4,474). The autocortigla decreased for higher lags but
remained significant up to lag-7 (plk < 2.2e-16, n = 4,474). Ertmars indicate SEM. Individual

datapoints are not shown because the plots arsdxhon the results of a mixed model analysis.

Figure 4. The prevalence of estimatesnegative metacognitive sensitivity(A) Individual beta
values and beta values density plot for the obsefvelationship between confidence and accuracy.
Box shows the median and the interquartile (25-7%&nge, whereas the whiskers show the 2-98%
range. (B-F) Scatter plots, including lines of fiesfor the relationships between the beta value for
confidence-accuracy relationship and the number @l$ (B), average accuray), median choice RT
(D), median confidence RT (E), and the proparbf trials where thenost common confidence

judgment was given (F).

Figure 5. Confidence scale uie perception and memory studiesThe percent of 2-point, 3-point,

4-point, 5-point, 6-point, 7-to-11-point, and contious confidence scales were plotted separately for
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672 perception and memory datasets. We combined tdo 11-point scales lmause of the low number
673  of datasets with such scales. The two domaiifitered in how often they employed 3-point and

674 continuous scales.
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Category Publication year
Cognitive, n = 16 2010-2015, n = 24

Not published, n = 42
Memory, n = 27 2016, n =10

Motor, n =3 2017, n=20

Multiple, n =10 2019, n =20
Perception, n = 89 2018. n = 29
Number of subjects Number of trials per subject
3-10,n=8 160+, n=11 0<100.n = 16 variable, n = 8

81-160,n =11

11-20, n =34 900+, n =23

100-200, n =30

41-80,n = 35 401-800, n = 35
21-40, n = 46 201-400, n = 33
Type of judgment Rating scal_e
wagder, n = 5 V|S|b|l|ty, n=8 2_p0int’ n=9 mU|t|p|e, n=1

other,n=4

multiple, n =9 3-point, n = 27 continuous, n =43

6-point, n = 15

4-point, n =45 5-point, n =5

confidence rating, n = 119
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