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We present a two-stage approach to first constructing 3D panoramas and then stitching them for noise-resilient reconstruction of large-scale indoor scenes. Our approach requires multiple unsynchronized RGB-D cameras, mounted on a robot platform which can perform in-place rotations at different locations in a scene. Such cameras rotate on a common (but unknown) axis, which provides a novel perspective for coping with unsynchronized cameras, without requiring sufficient overlap of their Field-of-View (FoV).

Based on this key observation, we propose novel algorithms to track these cameras simultaneously. Furthermore, during the integration of raw frames onto an equirectangular panorama, we derive uncertainty estimates from multiple measurements assigned to the same pixels. This enables us to appropriately model the sensing noise and consider its influence, so as to achieve better noise resilience, and improve the geometric quality of each panorama and the accuracy of global inter-panorama registration. We evaluate and demonstrate the performance of our proposed method for enhancing the geometric quality of scene reconstruction from both real-world and synthetic scans.
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1 INTRODUCTION

Modern scene understanding and navigation tasks [Qi et al. 2017; Zhang et al. 2015] require databases of high-fidelity 3D scenes [Armeni et al. 2016; Dai et al. 2017a; Hua et al. 2016], which are mostly acquired through either hand-held scanning [Dai et al. 2017a; Hua et al. 2016] or panoramic scanning [Armeni et al. 2016; Ikehata et al. 2015; Mattausch et al. 2014]. Hand-held scanning techniques take RGB-D video streams as input and utilize modern dense reconstruction systems [Dai et al. 2017b; Newcombe et al. 2011] or visual-SLAM algorithms [Mur-Artal and Tardós 2017] for tracking and integrating sequential frames. Panoramic scanning, on the other hand, schedules the scanning process into multiple in-place rotations to construct 3D panoramas for progressive integration at different viewpoints [Wijmans and Furukawa 2017]. Compared with hand-held scanning, which requires continuous focus on regions with sufficient geometric or photometric features for robust tracking, panoramic scanning, where in-place rotations are easier to be tracked [Chang et al. 2017; Taylor et al. 2015], becomes a practical alternative for industrial or commercial applications [Armeni et al. 2016; Ikehata et al. 2015], even for upcoming automated scanning scenarios with the aid of a progressive discrete motion planning module.

A variety of techniques have been developed to construct 360° panoramas using such a panoramic scanning scheme, and based on their input and output image types (i.e., whether containing depth information or not) we categorize them into three classes, namely 2D-to-2D, 2D-to-3D and 3D-to-3D. Although it is possible to use 2D RGB cameras to recover coarse depth information for canonical stitching and VR/AR applications [Hedman et al. 2017; Hedman and Kopf 2018], the resulting depth quality is usually not sufficient for high-fidelity 3D reconstruction. Current 3D-to-3D techniques based on a single RGB-D camera [Taylor et al. 2015] have limited Field-of-View (FoV) when the Degree-of-Freedom (DoF) of sensor motion is restricted (e.g., with 1-DoF rotation), and hence cannot cover most of entire spherical panoramas. This narrow FoV problem can be addressed by utilizing multiple RGB-D cameras (e.g. arranged vertically for horizontal rotation), which, however, introduces new issues with camera calibration and synchronization.

The first issue of panoramic scanning with multiple cameras is how to recover the relative poses of these RGB-D frames. A convenient method is to use external positioning sensors, as used by Matterport [Chang et al. 2017], to directly measure their poses. However, under the circumstances when no external positioning sensors are available (or it is hard to perform precise calibration for customized assembly), an alternative choice to technically solve this problem is to rely on visual features for tracking. If shutter synchronization is accessible, this issue can be relegated to a general visual SLAM or reconstruction problem [Dai et al. 2017b; Mur-Artal and Tardós 2017] by pre-stitching synchronized frames with camera extrinsics. Unfortunately, most commodity depth sensors (including Kinect and PrimeSense) do not support shutter synchronization, and forcibly grouping them by timestamps will cause misalignments (Fig. 6) due to neglected motions during shutter intervals. In addition, although some approaches for unsynchronized RGB cameras have proposed to utilize overlapped scanned areas as mutual information [Cadena et al. 2016], following their strategies to enlarge these areas to track multiple RGB-D cameras would easily cause severe depth interference and reduced FoV. Therefore, when neither external auxiliary hardware nor sufficiently overlapped areas are available, we need a new strategy for jointly solving poses. Otherwise, the resulting frames toward featureless areas (e.g., ceiling and ground) would eventually cause tracking loss [Yang et al. 2019].

The second issue is the inherent sensor noise, which is not severe when using high-quality laser scanners such as Faro 3D [Ikehata et al. 2015; Wijmans and Furukawa 2017] but becomes critical on commodity RGB-D frames [Cao et al. 2018]. Previous works handle noise during frame integration for continuous scanning through several general data structures, such as the Truncated Signed Distance Function (TSDF) volume [Dai et al. 2017b; Newcombe et al. 2011], the Probabilistic Signed Distance Function (PSDF) volume [Dong et al. 2018], and Surfels [Keller et al. 2013; Weise et al. 2009; Whelan et al. 2015b]. But only a few of them have further considered the influence of noise during frame registration [Cao et al. 2018; Dong et al. 2018]. Also, using the above data structures for constructing panoramas is both memory inefficient and computationally expensive. In addition, modeling the noise of depth measurements after panorama construction is important, since the subsequent steps for the inter-panorama registration and final integration are all affected by such uncertain measurements. Hence, how to represent scanned data and model their noise through an efficient and suitably organized structure is also an important task during the panorama construction process.

To address these issues and thus reconstruct high-fidelity 360° panoramas and 3D scenes represented by a point cloud, we present a novel approach suitable for tracking unsynchronized RGB-D cameras during panorama construction, with the noise of depth measurements modeled and further handled.

For the first issue, our strategy to achieve collaborative scanning is based on the consensus of motion of these cameras driven by an in-place rotator (e.g., a robot). Considering the coaxiality of their motion enables us to jointly derive their states without depending on synchronization or significant landmark co-occurrences. This is achieved through several novel regularization constraints under a factor graph optimization framework [Grisetti et al. 2010].

For the second issue, we choose the equirectangular image format for fusing color and depth measurements rather than those general data structures, so as to efficiently organize and estimate per-pixel uncertainty in the panorama domain (Fig. 1-Middle). With such an organized image structure and its noise models, we optimize the geometric quality of the reconstructed panorama regarding the data consistency in such an image domain, and further consider the influence of noise quantitatively during the subsequent inter-panorama registration and final integration (Fig. 1-Right).

In summary, our work makes three contributions. Firstly, we develop a feasible workflow that progressively reconstructs 3D panoramas and scenes, achieving higher accuracy than state-of-the-art reconstruction algorithms. Secondly, we propose a solution for jointly tracking unsynchronized cameras by formulating their motion consistency, without relying on significant visual co-occurrences and shutter synchronization. Thirdly, our approach infers pixel-wise
We next briefly review approaches designed for the two stages of panorama construction: panorama construction (Sec. 2.1) and panorama integration (Sec. 2.2).

2.1 Panorama Construction

The key problem of image stitching for 2D-to-2D panorama construction, i.e., aligning and integrating multiple RGB frames, has been well-studied in the vision communities [Szeliski 2006]. Homography [Zaragoza et al. 2013] and dehosting approaches [Zhu et al. 2018] are two common and complementary solutions, with the same goal to reduce artifacts. Such 2D-to-2D methods can be directly extended to consider depth measurements as an additional channel, but they would cause misalignment when the parallax exists, since the used homography is essentially for mapping the same planar surface between images.

Hence, recent 2D-to-3D algorithms tend to predict depth information from input images and utilize a 6-DoF relative transformation rather than the homography for stitching. On condition of sufficient visual correspondences, recent approaches [Klingner et al. 2013; Schönberger et al. 2016] use Structure-from-Motion (SfM) [Snavely et al. 2006] for predicting relative camera poses. Based on these estimated poses, Multi-View Stereo (MVS) approaches such as plane sweeping [Häne et al. 2014] and their variants [Hedman et al. 2017; Hedman and Kopf 2018; Im et al. 2016] are performed to densify depth predictions on the images. Among them, Hedman et al. [2017] augment the near envelope for discouraging nearby depth hypotheses and achieve state-of-the-art depth quality sufficient for VR/AR panoramic applications, but such predicted depth information is still not precise enough for our purpose.

Aiming at high-fidelity dense reconstruction, various algorithms proposed for RGB-D frames mainly concentrate on precisely tracking sensors and refining depth measurements [Choi et al. 2015; Dai et al. 2017b; Whelan et al. 2015b; Zhou et al. 2013]. Specifically for 3D-to-3D panoramic scanning, Taylor et al. [2015] attempted to perform panoramic reconstruction through a single RGB-D sensor. Compared to their setup and approach, our scheme has two important advantages: (1) Our algorithm takes the input from multiple cameras and jointly optimizes their trajectories to achieve globally consistent stitching. (2) The reprojection parameters for stitching frames onto the reconstructed panorama are simultaneously solved with the poses of involved frames to predict the exact location of the rotation axis, while their method relies on the Manhattan assumption to use axis-aligned lines and surfaces in a scene for addressing the gravity orientation after these poses are determined. However, in practice, the gravity orientation does not precisely coincide with the direction of the rotation axis (see also Sec. 6.2 for a quantitative comparison).

Our scanning style remains the same as Matterport [Chang et al. 2017; Matterport Inc. 2019], a commercial system which uses external sensors for localizing their scanned frames. But technically, our system is extricated from the reliance on auxiliary devices by implementing visual-based localization for unsynchronized cameras, i.e., achieving the same goal with fewer hardware requirements. Furthermore, as demonstrated in our experiments (Secs. 6.2-6.3), the constructed pixel-wise depth uncertainty models as an augmented channel of the panorama can enhance the quality of the panorama construction.

2.2 Aligning and Integrating Panoramas

Due to the discretization of scanning positions in such a panoramic scheme, constructed panoramas need to be jointly aligned for composing final scenes. In geometric processing, this is referred to as model registration and typically accomplished through a coarse-to-fine procedure. In the coarse stage, sparse transformation between models can be acquired manually by user hints [Ikehata et al. 2015; Mura et al. 2014], or automatically through 2D/3D keypoint matching [Chang et al. 2017]. In the fine stage, direct methods based on photometric [Whelan et al. 2015a] or geometric [Besl and McKay 1992; Ren et al. 2019; Segal et al. 2009] costs are proposed to establish and optimize dense correspondences between two models. Typically for integrating 360° 3D panoramas, Taylor et al. [2015] propose to use projective association through equirectangular projection for efficient correspondence searching, and Wijmans et al. [2017] utilize an additional floor plan image to accomplish globally consistent alignment for high-quality laser scans. However, for low-cost depth sensors, dealing with sensor noise is critical or even necessary for obtaining high-quality reconstruction. From this perspective, our method also differs from Taylor et al. [2015] in the use of our obtained noise models, which support noise-aware inter-panorama registration as well as the final integration, thus effectively improving the accuracy of reconstructed scenes.

3 ASSUMPTIONS AND OVERVIEW

Our method is based on a scanning platform carrying multiple unsynchronized RGB-D cameras. Before scanning, we mount an additional fish-eye camera to perform a joint calibration [Maye et al. 2013] on all color and depth sensors to obtain their intrinsic and extrinsic parameters. Then we use CLAMS [Teichman et al. 2013] to undistort raw depth measurements. During scanning, the platform is required to perform in-place rotations at multiple viewpoints. Specifically for wheeled robots, this can be implemented by setting the same speed in different directions for its two drive wheels. For each RGB-D sensor we use the calibrated extrinsic parameters to map its depth frames to their corresponding color frames, and thus the input to our algorithm is a set of timestamped RGB-D images clustered by different scanning positions.
Our reconstruction algorithm is based on the following two pre-requisites: (1) The rotation of all cameras should be performed coaxially with a static axis, which requires a flat ground according to our assembly (rugged scenes can be adapted with an additional pan for performing stable rotation). (2) The rotation should also be performed smoothly, which means the angular acceleration should remain low during scanning. Although the coaxiality and smoothness pre-requisites may not be perfectly satisfied due to the unpredictable robot shaking, our method is tolerant to these practical phenomena with configurable parameters.

The reconstruction process is performed in two stages, namely panorama construction (Sec. 4), which stitches in-place RGB-D streams to individual $360^\text{\circ}$ panoramas containing color, depth, and an additional per pixel depth uncertainty (Fig. 1-Middle), and panorama integration (Sec. 5), which registers and integrates these panoramas to form a complete 3D representation of the scene (Fig. 1-Right).

Each stage contains two phases: namely, pose estimation and data fusion. In the pose estimation phase (Sec. 4.1) of the first stage, our algorithm performs bundle adjustment with additional regularizations considering motion consistency to solve for the poses of frames and the rotation axis. Then in its data fusion phase (Sec. 4.2), we warp raw color and depth measurements into an equirectangular underlying factor graph, denoted as multivariate optimization with various types of constraints. The unification framework [Grisetti et al. 2010] due to its flexibility of tackling multiple cameras are solved, the status of these cameras can be determined as sufficient landmark co-observations [Schmuck and Chli 2017].

We move together during scanning, we can thus use a unified physical model and extrinsics to describe their motion. Especially for such an in-place rotation, once these extrinsics between the axis and multiple cameras are solved, the status of these cameras can be parameterized through only 1-DoF, as the azimuth angle of the rotator. As shown in Fig. 2-Left, the edges between the rotation axis and these cameras enable the regularization of camera motions (as illustrated in the rightmost circle in gray), where the azimuth is regarded as their point of reference. This enables us to solve for motions of unsynchronized cameras jointly without the requirement of sufficient landmark co-observations [Schmuck and Chli 2017].

In order to formulate this feature, we choose to use a factor graph framework [Grisetti et al. 2010] due to its flexibility of tackling multivariate optimization with various types of constraints. The underlying factor graph, denoted as $G = (X, F, E)$, consists of variable nodes $X$ to be solved under the constraints of factors $F$ via correspondences $E$. We introduce four categories of variables, including: (1) The classical landmark $y_j \in X$ as defined in various visual SLAM approaches (e.g., Mur-Artal and Tardós [2017]), where $y_j \in \mathbb{R}^3$ represents the global position of landmark $j$; (2) The augmented pose representation for frame $i$ from camera $c$: $x_{ci} = \{T_{ci}, a_{ci}\} \in X$, containing a traditional 6-DoF pose representation $T_{ci} \in \mathbb{S}^3$ and the proposed azimuth as $a_{ci} \in [0, 2\pi)$, where $T_{ci}$ denotes the pose of the frame $i$ from the camera $c$ w.r.t. the reference frame (without loss of generality we choose the first received frame in our system as the reference frame, and its pose remains fixed during the optimization); (3) The installation bias between the sensors and the rotation axis $T_u \in X$, where $T_u \in \mathbb{S}^3$ is denoted as the pose of the rotation pole w.r.t. the reference frame; (4) The extrinsics between other cameras and the reference camera (the one that outputs the reference frame) $T_e \in X$, where $T_e \in \mathbb{S}^3$ stands for the 6-DoF pose of camera $c$ in the coordinate system of the reference camera. For the above rigid transformations, we use Euler angles to represent 3D rotations to facilitate the configuration of parameters w.r.t. imperfect robot motions. Compared with conventional factor graph formulations for visual SLAM tasks [Mur-Artal and Tardós 2017], our proposed graph structure contains additional variables such as camera extrinsics (Category 4) and azimuth variables (Category 2) for online calibration and regularization, respectively. In fact, the variable for the pose of the rotation axis $T_e$ constitutes the model-view transformation during the panorama construction phase (Sec. 4.2). Acquiring a correct transform for reprojecting measurements onto the panorama enables us to balance the contribution of each raw frame, i.e., they can generate consistent regions on the panorama image for calculating statistics.

Based on these variables, three types of factors are established (see Fig. 2-Right), as: (1) traditional landmark observation factors establishing the relations between frame poses and landmarks for bundle adjustment; (2) pose regularization factors regularizing camera motions to conform to horizontal rotations; (3) smoothness factors constraining consistent angular velocity between consecutive frames.

**Landmark observation factors.** Like previous works [Mur-Artal and Tardós 2017], our factor graph utilizes keypoint correspondences as our baseline of bundle adjustment, where the observation factor $f_{ci,j}^{ob,\Psi} \in F^{ob}$ for its corresponding frame $x_{ci}$ and landmark $y_j$ is defined as:

$$f_{ci,j}^{ob,\Psi} \propto \exp(-\frac{1}{2} \|p_j^{\Psi} - K_c(T_{ci}^{-1} \cdot y_j)\|^2_{\Omega_{ci}^{\Psi}}),$$

where $\|e\|^2_\Sigma = e^\top \Sigma^{-1} e$ is the squared Mahalanobis distance with the covariance matrix $\Omega$, $p_j^{\Psi} = d[x_j, \Psi, \Psi]$ is the observation of $y_j$ in the image coordinate $\Psi$ of $x_{ci}$, and $K_c(\cdot)$ is the perspective projection function w.r.t. the intrinsic parameters of camera $c$.

We use the noise-aware bundle adjustment proposed by Cao et al. [2018] to deal with the uncertainty of raw depth measurements, where $\Omega_{ci} = \text{diag}(\sigma_d^2, \sigma_e^2, \sigma_r^2)$ is the covariance matrix capturing the confidence of independent measurements, with $(\sigma_d^2, \sigma_e^2)$ given.
through the uncertainty from a keypoint extraction approach [Mur-Artal and Tardos 2017], and \( \sigma_u^2 \) assigned via the estimated variance from the depth model proposed by Handa et al. [2014].

Correspondences between frames and landmarks are built by extracting and comparing ORB features [Mur-Artal and Tardos 2017]. We utilize RANSAC [Fischler and Bolles 1981] to sample and reach a consensus on confident 3D transformations for rejecting erroneous visual correspondences between frames from the same camera. Temporally distant frames are also examined for detecting and addressing loop closures through Randomized Ferns [Glocker et al. 2015].

In addition, correspondence search is carried out between different cameras through the temporally closest frames if there exist overlapping regions between these frames. As an example in our configuration, these overlapping regions are rather narrow (less than 2% of the whole image domain to alleviate depth interference), but sufficient for refining camera extrinsics online. For example in our assembly, hundreds of frames and landmarks are used for solving the extrinsics \( T_c \) for two cameras.

**Pose regularization factors.** To make use of the consistency of motion and estimate the pose of the rotation axis, we introduce a regularization factor \( f_{ci}^{\text{reg}} \in F^{\text{reg}} \) for each frame \( x_{ci} \) as follows:

\[
f_{ci}^{\text{reg}} \propto \exp(-\frac{1}{2} \sigma^{2}_{ci} \cdot T_{u} \cdot R(\alpha_{ci}) \cdot T_{u}^{-1} \cdot T_{c} \cdot T_{o}^{2}_{ci}),
\]

where \( R(\alpha_{ci}) \in SO^3 \) is a pure azimuth rotation generated through \( \alpha_{ci} \) for representing the state of rotation, and \( \Delta T = T_{u} \cdot R(\alpha_{ci}) \cdot T_{u}^{-1} \) reflects the expected pose state of the reference camera w.r.t. the reference frame according to the azimuth \( \alpha_{ci} \). Hence, the difference between the expectation of frame \( x_{ci} \) (which can be described as \( \Delta T \cdot T_{c} \) and the estimation \( T_{c} \)) describes the severity of systematic shaking, and we use \( \Omega^{\text{reg}} \in R^{6 \times 6} \) as a configurable parameter for uniformly describing and considering such severity for all frames, whose translation and rotation parts are set according to the possible level of vibration determined by the hardware setup (see Sec. 6.1 for details). Such a redundancy for describing the expected and the actual poses, i.e., between variables \( \alpha_{ci} \) and \( T_{ci} \), makes our algorithm tolerate imperfect rotations. When estimating the cost of such a factor, we linearize the overall transformation into a six-dimensional vector [Kümmerle et al. 2011].

**Velocity smoothness factors.** To promote uniformity of angular velocity, we establish smoothness factors \( f_{vel}^{ci} \in F^{\text{vel}} \) between adjacent frames as follows:

\[
f_{vel}^{ci} \propto \exp(-\frac{1}{2} \| \Omega_{ci} \cdot \|^{2}_{\Omega^{\text{vel}}}),
\]

where \( \Omega_{ci} = (\alpha_{i} \oplus \alpha_{j}) / (t_{i} - t_{j}) \) is the angular velocity between two consecutive frames based on their azimuths \( \alpha_{i}, \alpha_{j} \) and timestamps \( t_{i}, t_{j} \), with \( \oplus \) denoting the wrap around subtraction with a modulo of 2\( \pi \). \( \Omega^{\text{vel}} \in R \) again defines the confidence of such factors, whose values are assigned according to the stability of motion control (see Sec. 6.1). Since we define the angular velocity \( \Omega_{ci} \) regardless of which camera it belongs to, we effectively avoid the requirement of hardware synchronization.

**Optimization with robust kernels.** Although landmark observations are filtered before being added into the factor graph, there may still exist erroneous correspondences. Hence, we additionally apply the Huber robust kernels [Latif et al. 2013] to all landmark observation factors, and define the overall optimization problem as:

\[
\min_{X} \sum_{f \in F^{\text{vel}}} E(f^{vel}_{ci}) + \sum_{f \in F^{\text{reg}}} E(f^{reg}_{ci}) + \sum_{f \in F^{\text{obs}}} H(E(f^{\text{obs}}_{ci})),
\]

where \( E(\cdot) = -\log(\cdot) \) obtains the negative log-likelihood of these factor constraints in Equations 1-3, making their scale factors become irrelevant constants. \( H(\cdot) \) is the Huber cost function [Latif et al. 2013] for diminishing influences on incompatible pose observations.

In general, as discussed previously, our proposed structure of factor graph can be applied to similar panoramic scanning devices containing one or multiple cameras with smooth rotations. Detailed hardware and parameter configurations, and extensive experiments are given in Secs. 6.1 and 6.2, respectively.

### 4.2 Constructing Panoramas and Noise Models

Processing in the panorama domain instead of using general data structures [Keller et al. 2013; Newcombe et al. 2011] can produce an organized image rather than a point cloud or a mesh, which is more conducive to the statistics and optimization of raw depth measurements. Since each raw frame to be integrated only has a small parallax to the constructed panorama, nearly all regions of raw images can be warped into the panorama with little occlusions, and thus such a panorama is able to convey most of the valid measurements. In particular, there are several candidate structures for constructing a panorama, such as a cube map, a stereographic projection image, and an equirectangular image. Among them, the equirectangular image is the best way to even reproject raw RGB-D pixels to the target domain, and maintain their neighboring relationship. Hence, it becomes a common choice in both previous methods [Hedman et al. 2017; Hedman and Kopf 2018] and ours.
Fig. 3 shows the visual difference between using the TSDF volume, surfels and the equirectangular image for fusing color measurements, where both TSDF volume and surfels take much more memory (on average, 4 GB for TSDF volume with voxel hashing [Nießner et al. 2013] and 1.8 GB for surfels, respectively), but result in poor quality after ray-casting. As a comparison, the chosen equirectangular image format simply needs 1 GB to store those reprojected depth measurements for statistics.

In the combination step, we firstly warp every RGB-D frame onto the panorama by constructing an organized 3D mesh through adjacent valid depth pixels for reprojection, where equirectangular projection $K_{e}(\cdot)$ is used and $T_{u}^{-1} \cdot T_{ci}$ is assigned as the model-view matrix for each frame $i$ from camera $c$. Adjacent pixels with their depth difference exceeding a threshold $\lambda_d = 0.15$ m are not connected to avoid generating tiny grids with excessive stretches.

After that, we obtain a 4-channel measurement set for each pixel to conclude the final result, and specifically for the ‘depth’ channel, we replace the definition of depth by the radial distance between the obstacle and viewpoint, since there is no focal plane under equirectangular projection. The most straightforward strategy is averaging, which is applied to the color channels in our implementation. For the more critical depth channel, some 2D-to-3D approaches use MRF [Hedman et al. 2017] for deciding the most suitable values from those multi-view stereo algorithms. However, in the 3D-to-3D case, noise is essentially due to imprecise measurements rather than erroneous visual correspondences. Hence, numerical approaches are feasible for computing, instead of choosing distance values, from these valid measurements.

Our proposed numerical approach is inspired by Zach et al. [2007], who proposed to combine the data fidelity considering all valid measurements with an additional Total Variation (TV) term for maintaining the smoothness between adjacent pixels. In detail, we adjust the final radial distance $z_i$ of each pixel $P_i$ represented in the spherical coordinates $S$ as $\hat{P}_i^S = [\phi_i, \theta_i, z_i]^\top$ (for azimuth, inclination, and radius, respectively) on the panorama $O$ to minimize the following energy function:

$$\arg\min_{z} \sum_{P_i \in O} \left( \sum_{P_j \in I_i} |z_i - z_j| + \lambda_b \cdot \nabla z_i \right),$$

(5)

where the first term is a data fidelity term, and $P_j'$ is one of the reprojected raw measurements of $P_i$, with the set containing all measurements of $P_i$ denoted as $I_i$. The latter term is a smoothness term: considering that a majority of indoor scene surfaces are flat as an available feature [Furukawa et al. 2009], this term should correctly formulate this feature for the panoramic image domain. We test three types of candidate formulations of $\nabla z_i$ as discussed below, with their balancing parameter $\lambda_b$ further explained with experiments in Sec. 6.2.

As the first choice, $\nabla z_i$ can be defined similarly as the original form of TV [Rudin et al. 1992; Zach et al. 2007], but such a form based on image gradient would cause spherical surface artifacts due to the changed definition of ‘depth’ measurements for equirectangular images. A modification to diminish the flaw is to convert these spherical coordinates $S$ into cylindrical coordinates with the cylinder radius $p_i = z_i \cdot \sin \theta_i$, and use $\nabla p$ instead of $\nabla z$ to formulate the TV term, but this form is still not appropriate and may result in cylindrical surfaces.

To better exploit the planarity feature, we attempt to formulate it in the Cartesian coordinates $\mathbb{A}$ with the other two choices for the smoothness term. The second choice is derived from Oswald et al. [2012], which minimizes the total surface area constructed by adjacent pixels in the 3D Cartesian space, as follows:

$$\nabla z_i = \| \Delta P_{\phi}^{A_{-}} \times \Delta P_{\theta}^{A_{-}} \|,$$

(6)

where $\Delta P_{\phi}^{A_{-}} = \frac{p_{x}}{x} \cdot P_{x}^{A_{-}} \cdot x \in (\phi, \theta)$ is the vector formed by adjacent pixels $P_{x}$ and $P_{x+1}$ along two image dimensions $\phi$ and $\theta$. This term encourages flat regions in the Cartesian coordinates and penalizes uneven surfaces.

The third choice is to measure its total planarity through the normal consistency along two image dimensions, as:

$$\nabla z_i = \| \Delta P_{\phi}^{A_{-}} \times \Delta P_{\phi}^{A_{-}} \|^2 + \| \Delta P_{\theta}^{A_{-}} \times \Delta P_{\theta}^{A_{-}} \|^2,$$

(7)
where $\Delta P_{x}^{\phi, \theta} = P_{x}^{\phi, \theta} - P_{x+1}^{\phi, \theta}, x \in \{\phi, \theta\}$. We add these squared norms to avoid singularities during iterations when three adjacent pixels are co-linear. This term favors smooth rather than sharp surfaces through two orthogonal surface derivatives.

Finally, the variance $\sigma^2$ of the radial distance of such a pixel $P_i$ is estimated through comparing all its observations $P_i^j \in I_i$ w.r.t. the solved radial distance, which is then regarded as the uncertainty along the viewing direction of this pixel during subsequent processing in Sec. 5. On the uncertainty map, we observe that contours as well as distant objects often have higher variance. This phenomenon conforms to the lack of edge sharpness in depth maps and the noise model of raw depth measurements [Handa et al. 2014; Teichman et al. 2013].

5 PANORAMA INTEGRATION

5.1 Noise-aware Alignment between Panoramas

For a fine registration between two panoramas, dense correspondences between their pixels are constructed to formulate and minimize the geometric distance iteratively [Besl and McKay 1992]. Some variations of this strategy further purpose different optimization functions [Leffloch et al. 2017; Rusinkiewicz and Levoy 2001; Segal et al. 2009]. For simplicity, we choose to use the original form of Generalized-ICP [Segal et al. 2009] reformed with our obtained pixel-wise uncertainty model, to estimate the relative transformation $T_{st}$ between two 3D panoramas $O_t$ and $O_t$:

$$
\text{argmin}_{T_{st}} \sum_{P_{si} \in O_t} \| P_{st,j} - T_{st} \cdot P_{si} \|_{\Omega_{si,tj}}^2,
$$

where $P_{si} \in O_t$ is the position of a depth pixel $i$ in the 3D Cartesian coordinates $\mathcal{A}$ of panorama $O_t$. Given a source pixel $P_{si}^j$, we follow the original nearest neighbor strategy to pick its correspondence $P_{st,j}$ on the target frame (again with $\lambda_s$ for rejecting those exceeding the maximum distance). $T_{st}$ is initialized based on the estimated transformation between their matched ORB features. Specifically, the covariance $\Omega_{si,tj}$ for computing the cost of such a correspondence is calculated as:

$$
\Omega_{si,tj} = R_{st} \cdot \Omega_{si}^\mathcal{A} \cdot R_{st}^\top + \Omega_{tj}^\mathcal{A},
$$

with

$$
\Omega_{si}^\mathcal{A} = \Omega_{si}^\mathcal{A, surf} + \Omega_{si}^\mathcal{A, meas},
$$

and

$$
\Omega_{si}^\mathcal{A, meas} = \text{diag}(\sigma_\phi^2, \sigma_\theta^2, \sigma_z^2),
$$

where we use the Gaussian mixture model according to the current estimation of relative rotation $R_{st}$ for combining covariances of each pair of pixels $\Omega_{si}$ and $\Omega_{tj}$. For each covariance $\Omega_{si}$, it is now combined by two parts, namely, the original surface distribution covariance $\Omega_{si}^\mathcal{A, surf}$ [Segal et al. 2009] and our newly considered measurement covariance $\Omega_{si}^\mathcal{A, meas}$. Assuming a normal distribution for each measurement $P_{si}$ with covariance $\Omega_{si}^\mathcal{A, meas}$ in the spherical coordinate $\mathcal{S}$, we transform it from $\mathcal{S}$ to $\mathcal{A}$ approximately by the first-order derivative, where $K_{\mathcal{S}}(\cdot)$ is the equirectangular back-projection function, and $K_{\mathcal{A}} : \mathbb{R}^{3 \times 3}$ is the Jacobian matrix of $K_{\mathcal{S}}(\cdot)$. We assign $\Omega_{si}^\mathcal{A, meas} = \text{diag}(\sigma_\phi^2, \sigma_\theta^2, \sigma_z^2)$, with $\sigma_\phi = \sigma_\theta = 0.5 \cdot \pi / H$ ($H$ being the height of the panorama image) for considering the generated measurement uncertainty during rasterization, and $\sigma_z^2$ as summarized during panorama construction.

We use at most 50 iterations for solving each pair of panoramas, as it is sufficient for convergence in experiments. A visualization of the covariance used during the registration is shown in Fig. 5-Bottom. We demonstrate the effectiveness of such a form of mixed covariance, as well as our measurement uncertainty model, by a quantitative comparison to the original form, the combination with a general noise model [Handa et al. 2014], and some other alternative cost functions in Sec. 6.3.
To alleviate the inconsistency of surfaces when merging multiple panoramas and generating the final point cloud of the scene, we merge multiple corresponding measurements into one final point during final integration. If a pixel $P_j$ is the best correspondence of $P_k$ and vice versa, we treat these two pixels as a mergeable pair. Based on the strategy above, we use a union-find algorithm to union those mergeable pairs when associating pixels on all panoramas, and denote the final disjoint set as $\mathcal{U}$.

Finally, if there exists more than one observation $P_k$ in each disjoint set $\mathcal{U}_j$, we consolidate these measurements through the maximum-a-posteriori (MAP) estimation about its final location $Y_f$ in 3D Cartesian coordinates as follows:

$$
\argmax_{Y_f} \sum_{P_k \in \mathcal{U}_j} E(\gamma^{b,s}_{k,j})
$$

$$
\gamma^{b,s}_{k,j} = \exp(-\frac{1}{2}||P_s^k - K_s(T_k^{-1} \cdot Y_f)||^2)
$$

with $T_k$ the final pose of the panorama containing pixel $P_k$. If a scene contains redundant pairwise registrations, we additionally use a pose graph approach [Grisetti et al. 2010] to refine the final pose of each panorama, with the covariance of each edge set equally during the optimization. For Equation 10, we can deduce an analytical solution for $Y_f$ as:

$$
Y_f = \left[ \sum_{P_k \in \mathcal{U}_j} (R_k \Omega_k^b R_k^T)^{-1} \right]^{-1} \left[ \sum_{P_k \in \mathcal{U}_j} (R_k \Omega_k^b R_k^T)^{-1} \cdot T_k P_k^a \right].
$$

6 EXPERIMENTS AND RESULTS

In this section, we first briefly introduce our data acquisition process and some implementation details as well as the discussions on parameter settings (Sec. 6.1). We present our evaluation on the quality of panorama construction (Sec. 6.2) in comparison to previous reconstruction systems for demonstrating the impact of graph factors proposed in Sec. 4.1, and assess different depth stitching strategies discussed in Sec. 4.2. The performance of the used noise-aware panorama registration method (Sec. 5.1) and its subsequent MAP integration (Sec. 5.2) are also tested with several candidate approaches in Sec. 6.3. We finally run an experiment to assess the influence of the angular interval of used frames (Sec. 6.4), and discuss the limitations and possible enhancements (Sec. 6.5).

6.1 Implementation Details

Real-world assembly. We use the Turtlebot3 as our rotator, which reliably performs in-place rotation and is assembled with an elevated sensor bracket containing three PrimeSense sensors (version 1.08) for separately capturing 480p RGB-D streams at 30 Hz (Fig. 1). These sensors are mounted with 45° difference in the inclination angle, with nearly 1° overlap between neighboring cameras and reach almost 135° vertical Field-of-View (FoV). In our experiments, we scanned 73 panoramas for different types of scenes including corridors, meeting rooms, offices, and halls. For each panorama, it took the robot about 32 seconds to rotate by 360° in place and produce about 960 x 3 frames. For each scene, the average distance between panorama locations is about 2 meters. As an example, the office scene shown in Fig. 1-Right uses six panoramic scans for the final integration.

Simulated scans. We prepared simulated scans through the two synthetic scenes presented in ICL-NUIM [Handa et al. 2014]. Robot motions are simulated in Gazebo, a robot simulation platform for experiments, with the trajectories of these sensors extracted for performing highly-realistic rendering. We add depth noise according to the model proposed by Handa et al. [2014]. Synthetic scans are particularly useful for quantitative evaluation due to the available ground truth, and we constructed six simulated scans with five adjacent pairs (within 3.0 meters and able to contain sufficient overlap for registration) on two scenes (denoted as SL for the living room and SO for the office).

System implementation details. Similar to some visual SLAM approaches [Mur-Artal and Tardós 2017], we divide the processing into a front-end for receiving frames and establishing correspondences, and a back-end for continuously performing optimization. Specifically for Equation 4, we choose g2o [Kümmerle et al. 2011] as the framework for solving these optimization problems. For registering two panoramas, our approach is based on the Generalized-ICP in the Point Cloud Library (PCL) [Rusu and Cousins 2011], which is a single-thread CPU implementation. All experiments were performed on a desktop PC with i7-6850K CPU (3.6 GHz, 6 cores), NVIDIA Titan Xp (12 GB and 3840 processing units), and 32 GB RAM.
Parameters. Most of the parameters in our system are physically meaningful. $\Omega^{\alpha}$ in Equation 2 reflects the stability of rotation, i.e., adjusted according to the severity of vibration along its 6-DoF as 5.0 mm for translational and 0.5 $^\circ$ for rotational standard deviations. $\Omega^{\beta}$ in Equation 3 is the reciprocal of angular acceleration variance during scanning. According to the consistency of the rotation of the chassis, such variance is assigned as $1^\circ/s^2$. $\lambda_a = 0.15$ m in Sec. 4.2 and Sec. 5.1 as discussed before indicates the typical discontinuities between scene instances, and such a threshold is prevalently used in frame registration algorithms [Segal et al. 2009; Whelan et al. 2015a]. $\lambda_b$ in Equation 5 is assigned according to the chosen smoothness term, see Sec. 6.2 for details.

6.2 Panorama Construction Quality

Reconstruction with unsynchronized cameras. We first assess the quality of tracking unsynchronized cameras in comparison to various publicly available systems. Since most of them are developed for single camera cases, we pre-stitch the frames from different cameras for subsequent processing, where the result is a sequence of 640 $\times$ 1280 images with their focus and focal length the same as the middle camera in order to maximize the used range of observed regions. During stitching, we use two types of relative transformations to reproject and generate these stitched frames: (1) Extrinsic parameters (EX). (2) Ground-truth relative poses (GT). The first type is easy to obtain in practice but causes misalignment (Fig. 6). The second type ensures the correctness of asynchronous handling for other approaches, to make sure they are not affected by the imperfect input.

We choose two sets of algorithms developed for RGB-D scans for comparison: (1) Dense reconstruction methods based on TSDF: InfiniTAM v2 [Kähler et al. 2015] and the state-of-the-art BundleFusion [Dai et al. 2017b]; based on surfels: ElasticFusion [Whelan et al. 2015b]. (2) A representative RGB-D SLAM method: ORBSLAM2 [Mur-Artal and Tardós 2017]. Both sets are quantitatively evaluated with their original parameters. Since ORB-SLAM2 is not designed for dense reconstruction, we utilize all its keyframes to stitch unorganized point clouds for comparison. To concentrate on the quality of the joint tracking of multiple cameras (Sec. 4.1) and remove the effects of our proposed panorama integration strategies (Sec. 4.2), we use both TSDF volume and surfels to fuse these tracked frames in our approach. For our TSDF integration, the voxel size is set to 5.0 mm and truncated by 6.0 cm, as the default configuration suggested by BundleFusion [Dai et al. 2017b]. For surfels, we use the update strategy proposed by ElasticFusion [Whelan et al. 2015b] with their default parameters, and test two versions of depth cut off (3-meters for its default configuration and 4-meters for consistency with BundleFusion). The Root Mean Square Error (RMSE) between the reconstructed models (point clouds or vertices from reconstructed meshes) and ground truth models are calculated by computing the distance of all matching points on these two models.

We summarize quantitative comparisons in Table 1. Due to the randomness of the camera startup time, the average frame interval of pre-stitched pairs among different test cases varies from 0 ms to 16 ms, causing different severity on different scans. As a result, our method with both TSDF volume and surfels for integration achieves better results than other systems on a majority of simulated scans, even when other methods are fed with ground-truth stitched frames which are hard to acquire in practice. This demonstrates our effectiveness of jointly and precisely estimating the trajectories of unsynchronized cameras. Given our tracked poses, the surfel representation outperforms the TSDF volume because these surfels are more flexible, i.e., they need not be fixed at the center of each voxel for constructing the output mesh as vertices. Also, choosing a small cut off parameter for raw measurements is beneficial for the quality, since the error of depth measurements from such RGB-D cameras is positively related to the distance. However, reducing the maximum distance limits the scope of the reconstruction at each scanning position.

Tracking with a single camera. We next compare our factor graph approach with two SLAM approaches, namely Taylor et al. [2015] and ORB-SLAM2 [Mur-Artal and Tardós 2017], and also with a baseline which only contains observation factors (Equation 1). This time only the middle camera is used since it always contains most feature points for tracking while others are sometimes insufficient. The major difference between our approach and the compared methods are the two additional regularization factors (pose regularization and smooth angular velocity, Equations 2 and 3) in the graph optimization.

In this experiment, we stitch ground truth depth maps according to the generated trajectory and calculate the RMSE w.r.t. ground
Table 1. Statistics of geometric quality for different reconstruction methods in RMSE (millimeters). SX-Y stands for the Y-th scan in the synthetic scene SX. EX stands for using the extrinsics from calibration to stitch these frames, while GT for the ground-truth stitching.

<table>
<thead>
<tr>
<th>Method</th>
<th>SL-1</th>
<th>SL-2</th>
<th>SO-1</th>
<th>SO-2</th>
<th>SO-3</th>
<th>SO-4</th>
</tr>
</thead>
<tbody>
<tr>
<td>InfiniTAM v2 (EX)</td>
<td>116.45</td>
<td>91.32</td>
<td>42.65</td>
<td>67.34</td>
<td>81.97</td>
<td>95.66</td>
</tr>
<tr>
<td>ElasticFusion (EX)</td>
<td>89.43</td>
<td>85.61</td>
<td>29.40</td>
<td>49.84</td>
<td>12.36</td>
<td>35.73</td>
</tr>
<tr>
<td>BundleFusion (EX)</td>
<td>10.24</td>
<td>26.47</td>
<td>16.23</td>
<td>11.17</td>
<td>19.05</td>
<td>20.09</td>
</tr>
<tr>
<td>ORB-SLAM2 (EX)</td>
<td>23.18</td>
<td>33.64</td>
<td>14.64</td>
<td>15.23</td>
<td>17.02</td>
<td>22.36</td>
</tr>
<tr>
<td>InfiniTAM v2 (GT)</td>
<td>108.87</td>
<td>81.90</td>
<td>34.71</td>
<td>58.42</td>
<td>80.92</td>
<td>87.35</td>
</tr>
<tr>
<td>ElasticFusion (GT)</td>
<td>84.55</td>
<td>79.18</td>
<td>28.98</td>
<td>44.69</td>
<td>10.30</td>
<td>32.46</td>
</tr>
<tr>
<td>BundleFusion (GT)</td>
<td>10.20</td>
<td>19.98</td>
<td>16.27</td>
<td>10.46</td>
<td>18.11</td>
<td>17.65</td>
</tr>
<tr>
<td>Ours (TSDF Vol.)</td>
<td>11.67</td>
<td>12.03</td>
<td>15.54</td>
<td>17.24</td>
<td>15.42</td>
<td>16.89</td>
</tr>
<tr>
<td>Ours (Surfels-4m)</td>
<td>6.87</td>
<td>5.54</td>
<td>5.32</td>
<td>5.34</td>
<td>6.10</td>
<td>6.08</td>
</tr>
<tr>
<td>Ours (Surfels-3m)</td>
<td>5.16</td>
<td>4.14</td>
<td>4.47</td>
<td>4.52</td>
<td>3.93</td>
<td>4.15</td>
</tr>
</tbody>
</table>

Table 2. Reconstruction quality (RMSE in millimeters) by different approaches with a single camera. Ours (BA only) is for a comparative experiment, where neither pose regularization factors (Equation 2) nor velocity smoothness factors (Equation 3) are used.

<table>
<thead>
<tr>
<th>Method</th>
<th>SL-1</th>
<th>SL-2</th>
<th>SO-1</th>
<th>SO-2</th>
<th>SO-3</th>
<th>SO-4</th>
</tr>
</thead>
<tbody>
<tr>
<td>Taylor et al.</td>
<td>45.4</td>
<td>167.8</td>
<td>9.4</td>
<td>18.5</td>
<td>16.8</td>
<td>11.9</td>
</tr>
<tr>
<td>ORB-SLAM2</td>
<td>46.6</td>
<td>149.3</td>
<td>5.8</td>
<td>20.7</td>
<td>11.1</td>
<td>9.4</td>
</tr>
<tr>
<td>Ours (BA only)</td>
<td>46.9</td>
<td>147.8</td>
<td>6.3</td>
<td>19.2</td>
<td>11.5</td>
<td>10.0</td>
</tr>
<tr>
<td>Ours</td>
<td>13.4</td>
<td>37.2</td>
<td>4.1</td>
<td>9.1</td>
<td>7.5</td>
<td>6.8</td>
</tr>
</tbody>
</table>

Integration with different structures and strategies. We perform experiments on multiple frame integration approaches mentioned in Sec. 4.2. Seven approaches in total (with three already listed in Table 1) are tested with same trajectories obtained from the proposed joint tracking of multiple cameras: (1) Integration by TSDF volume, as a general frame integration algorithm. (2) Integration by surfels, with 4-meter adoption to remain consistent with other integration structures. (3) Averaging in the panorama image domain (ERP). (4) TV-L¹ performed in the panorama image domain with cylindrical coordinates. (5) Total Surface Area with L¹ (Equations 5 and 6) denoted as TSA-L¹. (6) Total Planarity with L¹ (Equations 5 and 7) denoted as TP-L¹. (7) denoted as (Curv), which considers both the confidence counter and the curvature for weighting different pixels. For Generalized-ICP, we use both the original form, and a variant [LeFloh et al. 2017], denoted as (Curv), which considers both the confidence counter and the curvature for weighting different pixels. For Generalized-ICP, we additionally test its variant, Anisotropic-ICP [Maier-Hein et al. 2012], which chooses to pick the closest point according to the Mahalanobis distance rather than Euclidean distance. In addition to Generalized-ICP, two alternative forms of covariances are also evaluated, including (1) the original surface uncertainty model (as}

Visual comparisons on stitched sequences. Fig. 7 presents visualized qualitative comparisons between ours (TSA-L¹) and other methods, where the other methods are fed with extrinsically-stitched frames (EX in Table 1). It can be seen that both BundleFusion and ours succeeded to perform robust tracking in various scene types in the test dataset. However, our methods have better reconstruction quality on detailed objects than BundleFusion. In the last two rows, we show bird-eye views and colorize the scenes based on the error of each point/vertex. It shows that our method performs better than BundleFusion especially in those relatively far areas to the viewpoint.

Additional results for real-world scans are shown in Fig. 10. When compared to the synthetic scans, real-world sequences additionally contain more uncertain data located in the intersected region of adjacent cameras (two narrow bands), and some even contain highly uncertain scattered speckles since the depth sensing is mutually interfered by erroneous stereo matching of active IR patterns.

6.3 Registration and Integration for Panoramas

Performance of registration approaches. We demonstrate the effectiveness of our calculated uncertainty model by comparing it to some alternative registration algorithms or configurations. Three categories of cost functions are used for this experiment, as: (1) Point-to-point ICP (denoted as p2point) [Besl and McKay 1992]. (2) Point-to-plane ICP (denoted as p2plane) [Rusinkiewicz and Levoy 2001]. (3) Generalized-ICP [Segal et al. 2009]. For point-to-plane ICP, we use both the original form, and a variant [LeFloh et al. 2017], denoted as (Curv), which considers both the confidence counter and the curvature for weighting different pixels. For Generalized-ICP, we additionally test its variant, Anisotropic-ICP [Maier-Hein et al. 2012], which chooses to pick the closest point according to the Mahalanobis distance rather than Euclidean distance. In addition to Generalized-ICP, two alternative forms of covariances are also evaluated, including (1) the original surface uncertainty model (as
Fig. 7. Results of different reconstruction methods visualized as meshes. For synthetic scenes in the last two rows, meshes are color-coded to show their RMSE. Our approach achieves better geometric quality among these tested scans. For uniform display, we use 4-meter cut off for all output assets in this figure but keep their parameters as default for quantitative evaluation (Table 1).

\[ \Omega = \Omega_{\text{surf}} \] (in Equation 9), and (2) the mixed uncertainty model \((\Omega = \Omega_{\text{surf}} + \Omega_{\text{meas}})\) with a general noise model \(\Omega_{\text{meas}}\) derived from Handa et al. [2014] denoted as (Def.). For all tested methods, we remove those depth measurements with their summarized standard deviation \(\sigma_z\) larger than 0.15 meters as unified pre-processing.

Quantitative results are given in Table 4. When compared to the Generalized-ICP, the point-to-plane cost function and its weighted variant are in fact a simplification of the general uncertainty-aware form. Hence its performance is generally worse, but a weighting scheme emphasizing confidence and low-curvature pixels is applicable. Our proposed strategy, which uses the mixture of the measurement uncertainty and the surface distribution uncertainty, has demonstrated its advantage on all tested scan sequences in comparison to the original form. In addition, through replacing the general measurement uncertainty model (Def.) by our derived variance information, the geometric quality of registration can be further...
improved. Revising the correspondence searching scheme is beneficial to our quality in theory, but we found only 13.99% of the correspondences are changed by replacing the Euclidean with the Mahalanobis distance [Maier-Hein et al. 2012], leading to limited improvement (0.003 mm on average for RMSE) on these tested registrations.

Table 4. Registration quality (RMSE in millimeters) of every pair of panoramas. SA-XY stands for registering the X-th scan to the Y-th scan of scene SA.

<table>
<thead>
<tr>
<th></th>
<th>SL-12</th>
<th>SO-13</th>
<th>SO-14</th>
<th>SO-23</th>
<th>SO-24</th>
</tr>
</thead>
<tbody>
<tr>
<td>P2point-ICP</td>
<td>5.918</td>
<td>10.37</td>
<td>6.492</td>
<td>6.528</td>
<td>6.513</td>
</tr>
<tr>
<td>P2plane-ICP</td>
<td>4.014</td>
<td>4.870</td>
<td>5.197</td>
<td>5.404</td>
<td>5.951</td>
</tr>
<tr>
<td>P2plane-ICP (Curv)</td>
<td>3.914</td>
<td>4.605</td>
<td>4.845</td>
<td>5.162</td>
<td>5.537</td>
</tr>
<tr>
<td>Anisotropic-ICP</td>
<td>3.957</td>
<td>4.449</td>
<td>4.784</td>
<td>4.558</td>
<td>4.610</td>
</tr>
<tr>
<td>Generalized-ICP (Def)</td>
<td>3.879</td>
<td>4.410</td>
<td>4.736</td>
<td>4.530</td>
<td>4.613</td>
</tr>
<tr>
<td>Generalized-ICP (Ours)</td>
<td>3.867</td>
<td>4.399</td>
<td>4.722</td>
<td>4.523</td>
<td>4.594</td>
</tr>
</tbody>
</table>

Performance of the final integration. We further test candidate methods for integrating multiple panoramas after their relative poses are estimated through our proposed inter-panorama registration. Two strategies, namely the Euclidean averaging and the proposed MAP (Equation 10), are performed for all mergeable groups. Table 5 shows the geometric quality in RMSE among different combinations, which reflects the necessity of merging and the advantage of the MAP integration.

Table 5. Final integration quality of panoramas in RMSE (millimeters). SO stands for registering all panoramas from the synthetic office scene.

<table>
<thead>
<tr>
<th></th>
<th>SL-12</th>
<th>SO-13</th>
<th>SO-14</th>
<th>SO-23</th>
<th>SO-24</th>
<th>SO</th>
</tr>
</thead>
<tbody>
<tr>
<td>Align only</td>
<td>3.867</td>
<td>4.399</td>
<td>4.722</td>
<td>4.523</td>
<td>4.594</td>
<td>4.179</td>
</tr>
<tr>
<td>Align + Ave.</td>
<td>3.497</td>
<td>4.213</td>
<td>4.495</td>
<td>4.299</td>
<td>4.329</td>
<td>3.916</td>
</tr>
<tr>
<td>Align + MAP</td>
<td><strong>3.483</strong></td>
<td><strong>4.206</strong></td>
<td><strong>4.483</strong></td>
<td><strong>4.299</strong></td>
<td><strong>4.327</strong></td>
<td><strong>3.909</strong></td>
</tr>
</tbody>
</table>

6.4 Sampling Interval for Quality and Efficiency

Finally, we analyze how the the sampling interval of viewing directions for each panorama affects the speed and quality of panorama construction, since when the interval is larger, the scale of the optimization (Equation 4) will become smaller due to fewer valid observations. In detail, we use one out of every \( n \) frames (from 2 to 90, i.e., the horizontal angle interval between adjacent frames from 0.375° to 33.75°) to change the density of involved frames, and record the resulting quality in RMSE with the running time for optimization (Equation 4) as shown in Fig. 8. It can be seen that the reconstruction quality remains at least centimeter-level on the test set, even when most of the frames are skipped. Typically when \( n \) is greater than 16, the optimization cost starts to be acceptable for online applications. The main disadvantage of such acceleration is due to the decreasing number of the observations per pixel, which weakens the reliability of the uncertainty map, especially when the angle interval of adjacent frames exceeds half of their horizontal FoV, resulting in only one observation on some of the pixels (e.g. \( n = 64, 90 \) in Fig. 9). In summary, in real-time applications to support motion planning, we suggest to use about \( n = 16 \) to balance the quality and efficiency.

Finally, we summarize the average time spent on each operation in Table 6 with \( n = 16 \) (60 × 3 = 180 frames). The mixture of an additional measurement uncertainty covariance, as well as the analytical solution for MAP integration (Equation 11), does not bring changes to the time complexity. As a result, our system can perform online reconstruction when the density of involved frames are carefully configured, at the expense of a centimeter-level drop of accuracy. Typically for a scanning task, it takes about 35 seconds for our platform to perform stable rotation and 30 seconds (with 10 m/s move speed) to go to another viewpoint.

Table 6. Computational time of each module in our system. The angular interval of the involved frames (\( n \)) mainly affects the time spent for tracking as shown in Fig. 9.

<table>
<thead>
<tr>
<th></th>
<th>Per frame (ms)</th>
<th>Per panorama (s)</th>
<th>Per panos. pair (s)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Landmarks Rendering (front end) (Sec. 4.2)</td>
<td>Per panorama (s)</td>
<td>Per panos. pair (s)</td>
<td></td>
</tr>
<tr>
<td>Tracking Optimize (Sec. 4.1) (Sec. 4.2)</td>
<td>4.3</td>
<td>57.3</td>
<td>10</td>
</tr>
<tr>
<td>Align Integrate (Sec. 5.1) (Sec. 5.2)</td>
<td>30.2</td>
<td>13.94</td>
<td>35.92</td>
</tr>
<tr>
<td>Per frame (ms)</td>
<td>3.02</td>
<td>13.94</td>
<td>3.879</td>
</tr>
<tr>
<td>Per panorama (s)</td>
<td>4.410</td>
<td>4.736</td>
<td></td>
</tr>
<tr>
<td>Per panos. pair (s)</td>
<td>4.530</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

6.5 Limitations

Our proposed approach has several limitations. First, our system does not address dynamic objects, since it is designed to be deployed in fully-static environments. Improvements can be made through integrating a reliable segmentation module [He et al. 2017]. Second, color consistency between different cameras is still not satisfied due to their inconsistent exposure and white balance. A post-processing stage for blending colors from different cameras is recommended for a better experience in VR/AR applications. Lastly, depth measurements in overlapped regions have relatively higher noise due to the interference of adjacent cameras. Although our system is able to detect and reduce their influence (as shown in Fig. 5-Bottom), such measurements still require further processing. Scanning on rugged scenes with uneven floor or relatively unstable platforms is also worth testing.
7 CONCLUSION

In this paper, we presented a reconstruction system based on a panoramic scanning scheme for successively constructing isolated 3D panoramas and scenes. In the panorama construction stage, we utilize the raw depth information and consensus motion to perform asynchronous camera tracking, and then combine these tracked frames to deduce pixel-wise depth uncertainties, which are subsequently used to provide a high-quality panorama. In the panorama integration stage, multiple panoramas are aligned considering these uncertainties to form the final point cloud of a scanned scene. We demonstrate that our system can be applied to low-cost hardware assembly without additional auxiliary devices such as the time synchronization or external odometry providers, and succeeds in maintaining sufficient quality for high-fidelity scene representations. In the future, we would like to extend our system to cooperate with a motion planning technique that produces discrete position suggestions to explore and reconstruct indoor scenes autonomously.
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Fig. 10. Panoramas and scenes reconstructed through our proposed algorithm for panoramic scanning.


