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ABSTRACT

In this thesis, I present SCUBA polarimetry data of three prestellar cores, L1544, L43 and L183. I also present SCUBA scan-map observations of three molecular clouds, Orion B, L1689, and RCrA.

I use the Chandrasekhar-Fermi technique to measure the magnetic field strength in L1544, L43 and L183, and find that each core is approximately magnetically critical or slightly supercritical.

I measure the core mass function for prestellar cores in the Orion B molecular cloud and find that above 1 $M_\odot$, the data are best fitted by a power-law of the form $dN/d\log M \propto M^{-1.5}$. The mass function has a peak at approximately 1 $M_\odot$. This core mass function is comparable with the Salpeter slope of $M^{-1.35}$.

I also determine the mean surface density of companions $\Sigma_c(\theta)$ for the Orion B region, and find that it is best fitted by a power law of the form $\Sigma_c(\theta) \propto \theta^{-0.3}$. This is smaller than the slope of $\theta^{-0.6}$ that is typically found for young stars in most molecular clouds. However, this slope is consistent with my data at the extreme limits of my 1$\sigma$ error bars. My value of $\Sigma_c(\theta) \propto \theta^{-0.3}$ is comparable with the slope of $\theta^{-0.2}$ that is found for the nearby Orion Trapezium association.

I find that the L1689 molecular cloud has a comparable rate of star formation to the neighbouring and more massive L1688. In addition, the star formation in L1689 occurs in a number of filaments that are parallel both to each other, and to similar filaments in L1688. I conclude that these observations indicate that the star formation is being influenced by the nearby Sco OB2 association.

I compare the RCrA data to previous surveys of the region, and discover a previously unknown Class 0 source.
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Chapter 1

An Introduction to Star Formation

1.1 Introduction

Star formation is one of the most important processes in the Universe. Without it, the Universe would be a very dull and lonely place. The stars have generated almost all of the elements in the Universe that are more massive than helium, and so have made our very existence possible.

The mechanism of star formation generates the mass distribution of stars, and also determines the rate at which stars form in the Galaxy. These have a dramatic effect on the evolution of the region in which the star formed, and on the Galaxy as a whole. Low mass stars evolve very slowly, and lock up matter. Massive stars are extremely luminous, and input a large amount of energy into the Galaxy in the form of energetic winds, ionising radiation and supernovae shocks. This energy
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has a dramatic effect on the interstellar medium, by sweeping up large volumes of
gas and dust, which can become dense enough to form more stars.

The fate of stellar clusters in which massive stars are always formed depends
crucially on the degree and rapidity of the removal of gas by the massive stars. On
a larger scale, the evolution of the Galaxy can be affected by the ejection of gas
by supernovae into the intergalactic medium.

Finally, the heavy elements from which we and our planet are made, are formed
within stars, and the formation of planets from these heavy elements depends on
the detailed conditions of the star formation process.

It is therefore important to understand how stars are formed and why they
have the properties that have made our existence possible. We must also have a
good understanding about how stars are formed, in order to interpret the obser­
vations of many branches of astronomy, from cosmology and galaxy evolution, to
planet formation.

In this chapter, I discuss our current understanding of low mass star formation.
I will not discuss the specifics of high mass star formation, which occurs in a
qualitatively different manner, and is more difficult to observe due to the large
distance to high mass star-forming regions.

In Section 1.2, I summarise the properties of the youngest stellar objects,
protostars, and how they evolve towards the main sequence. In Section 1.3 I
discuss relevant parameters such as the density profile, temperature and lifetime of
prestellar cores, which are the progenitors of protostars. Different theories of the
evolution of prestellar cores are discussed in Section 1.4. Techniques for measuring
the interstellar magnetic field are given in Section 1.5. Methods of measuring the
masses of molecular clouds and cores are discussed in Section 1.6. Finally the stellar initial mass function is introduced in Section 1.7.

1.2 Protostellar Evolution

1.2.1 The Birthplace of Stars

It is now well accepted that stars are formed in the dense regions of the interstellar medium (ISM), which are known as giant molecular clouds (GMCs). This was made apparent by the association of the youngest optically visible stars, T-Tauri stars, with molecular clouds (Herbig, 1977; Jones & Herbig, 1979).

T-Tauri stars were first discovered by Joy (1945) and the class was named after the prototype star in Taurus. They are notable for their irregular variability, strong Hα emission and lithium absorption, ultraviolet and infrared continuum excesses, and association with nebulosity. Subsequent work has shown that associations of T-Tauri stars are often seen with short lived O-associations (Ambartsumian, 1947), and are therefore themselves young. In addition, studies have shown that the radial velocity (Herbig, 1977) and proper motions (Jones & Herbig, 1979) of T-Tauri stars in Taurus are consistent with the bulk motion of the cloud itself. This confirms that T-Tauri stars are very young, and are born in molecular clouds.

After subsequent observations at a variety of wavelengths, the classification has been separated into classical T-Tauri stars (CTTS) that have similar properties to the prototype star, and weak-line T-Tauri stars (WTTS), which exhibit less Hα emission, and often have an X-ray counterpart.
GMCs are concentrated in the Galactic spiral arms, and are probably formed by the compression of gas as it enters the denser region of a spiral arm (e.g. Williams, Blitz, & McKee, 2000). The masses of GMCs are typically \( \sim 10^5 - 10^6 \) \( M_\odot \), with diameters of \( \sim 50 \) pc. The high densities \( (N_{\mathrm{H}_2} \sim 10^2 \, \text{cm}^{-3}) \) lead to the formation of molecules on the surfaces of dust grains and they are subsequently evaporated into the gas phase. The high column density shields the cloud interior, and prevents the gaseous molecules from being photo-dissociated by the interstellar UV radiation. At these high densities, cooling by collisionally excited molecules and dust, together with the shielding, cause the cloud interior to be very cold (Goldsmith & Langer, 1978), with typical temperatures (away from internal heating sources) of \( \sim 10 - 20 \) K. This low temperature reduces the thermal support of the cloud, and fragments become gravitationally unstable and collapse to form stars. The conditions required for gravitational instability are discussed further in Section 1.6.2.

1.2.2 The Youngest Stars

The initial product of the gravitational collapse of a cloud fragment is a protostar. A protostar exists from the moment of the creation of a central hydrostatic object at the cloud centre. Part of the remainder of the cloud fragment (hereafter called the circumstellar envelope) accretes onto a circumstellar disk, and from there on to the surface of the protostar. As this occurs, the protostar increases in mass at the expense of the circumstellar envelope.

There are a number of observational signatures that reveal the presence of a protostar within its parent cloud, such as molecular outflows, centimetre wavelength continuum emission, or evidence of an internal heating source (e.g. André,
Ward-Thompson, & Barsony, 2000). Molecular outflows are usually seen by the emission of CO that has been swept up by the wind from the protostar, and are generally bipolar in nature (e.g. Snell, Loren, & Plambeck, 1980; Bachiller, 1996). They are often coincident with Herbig-Haro (HH) objects, which are the optical counterpart of the outflow and are seen by emission of shocked H$_2$ (Herbig & Jones, 1981). Centimetre emission can arise from free-free emission at the accretion shock on the protostar surface, or from the shocks associated with HH objects. In both cases, the emission arises from gas ionised by short wavelength radiation from material heated by the shock (Bertout, 1983; Bontemps, André, & Ward-Thompson, 1995; Gibb, 1999). An infrared source is only seen when the protostar is relatively evolved and has become less embedded.

Protostars have been divided into 4 distinct classes (Lada, 1987; André, Ward-Thompson, & Barsony, 1993) that make up an evolutionary sequence between the time of formation of a central hydrostatic object, to the young star's transition to the main sequence. These classes are known as Class 0, I, II and III respectively.

### 1.2.3 Class 0 Protostars

Class 0 protostars are the youngest protostellar objects, and have accreted less than 50% of their final mass. They were discovered observationally by André et al. (1993) following a submillimetre survey of the ρ Oph A star-forming clump. They had previously not been detected as they are not visible in the infrared.

The protostar is surrounded by a massive circumstellar envelope, which is centrally peaked and has a density profile of $\rho(r) \propto r^{-p}$, where $p \sim 1.5 - 2$ (Ladd et al., 1991; Motte et al., 1998; Motte & André, 2001). This profile holds until the
Figure 1.1: (a) & (b). A comparison between (a) the clustered region around the Class I source EL-29 in ρ Ophiuchi, and (b) the more isolated L1527 Class 0 source in Taurus. Nearby YSOs and density enhancements are marked with stars and crosses respectively in (a). Both regions were mapped at 1.3 mm using the IRAM 30 m telescope. Both figures are plotted to the same linear scale, as shown by the 0.1 pc bar (Motte et al., 1998).

envelope merges with the ambient cloud medium. The radius of cut-off depends crucially on the environment of the protostar. In isolated star-forming regions such as the Taurus-Auriga molecular cloud, the large separations between protostars mean that each object has a large volume from which to accrete material. As a result, the envelope does not merge with the cloud until a radius of 10000 – 15000 AU (Motte & André, 2001). In more clustered regions like ρ Ophiuchi, the envelope merges with the ambient cloud and other protostellar envelopes at a much smaller radius of ≤ 5000 AU (Motte et al., 1998). This is illustrated very well in Figure 1.1 (Motte et al., 1998), which compares the region around the Class I source EL-29 in ρ Ophiuchi with the L1527 Class 0 source in Taurus (Figures 1.1(a) and 1.1(b) respectively).

Class 0 protostars can be distinguished observationally from more evolved protostars by their large submillimetre luminosity ($L_{\text{submm}}$) compared to their bolo-
metric luminosity \( L_{\text{bol}} \) (André et al., 1993). The submillimetre luminosity is measured longward of 350 \( \mu \text{m} \), and is proportional to the mass of the circumstellar envelope. The bolometric luminosity is derived mostly from accretion of material onto the central protostar:

\[
L_{\text{bol}} = \frac{GM_* \dot{M}_{\text{acc}}}{R_*},
\]

where \( M_* \) is the mass of the central object, \( \dot{M}_{\text{acc}} \) is the accretion rate, \( R_* \) is the protostellar radius and \( G \) is the gravitational constant. André et al. (1993) used Equation 1.1 to estimate \( M_* \) based on the measured value of \( L_{\text{bol}} \). The ratio \( L_{\text{smm}} / L_{\text{bol}} \) can therefore be used to infer \( M_{\text{env}} / M_* \). Assuming a constant accretion rate of \( a_{\text{eff}}^3/G \) where \( a_{\text{eff}} \) is the effective sound speed (e.g. Stahler, Shu, & Taam, 1980), and an approximately constant protostellar radius of \( R_* \approx 3 \text{ R}_\odot \) (Stahler et al., 1980), André et al. calculated that a protostar with \( M_{\text{env}} \approx M_* \) will have \( L_{\text{smm}} / L_{\text{bol}} \geq 0.005 \). Recent work has indicated that the accretion rate is not constant with time. This is discussed later in this section.

The youth of Class 0 protostars is further indicated by the detection of infall signatures in molecular lines shapes, towards many Class 0 objects (e.g. Walker et al., 1986; Gregersen et al., 1997). A sufficiently optically thick emission line will exhibit self-absorption at the mean velocity of the cloud. This double peaked profile is often seen to have a brighter blue component, which can indicate that infall is occurring in the cloud. An explanation for this is illustrated in Figure 1.2 (Zhou et al., 1993), which shows a protostar surrounded by a gas cloud. The cloud material is hotter at the centre due to the heating effect of the protostar. The emission from the near-side of the cloud is redshifted relative to the mean cloud velocity. From this half of the cloud, we preferentially detect radiation emitted from the cold part of the cloud furthest from the protostar. The reverse is true in the other half of the cloud, and we preferentially see emission from the hotter
Figure 1.2: An explanation for the asymmetric line profile from an infalling cloud (Zhou et al., 1993). See text for discussion.

part of the cloud. The blue component of the double peaked profile is therefore brighter than the red component (Zhou, 1992; Ward-Thompson et al., 1996). An optically thin observation is also needed to confirm that the double peaked profile is not simply due to two clouds along the same line of sight.

1.2.4 Protostellar Evolution

Following an infrared survey of the ρ Ophiuchi molecular cloud (Lada & Wilking, 1984), Lada (1987) classified the embedded stars into three Classes (I, II and III) based on the slope ($\alpha_{\text{IR}}$) of their spectral energy distributions (SEDs) between 2 and $10 - 25\mu$m:

$$\alpha_{\text{IR}} = \frac{\text{d} \log(\lambda F_\lambda)}{\text{d} \log(\lambda)}.$$

The authors interpreted these classes as an evolutionary sequence.
Class I sources have an SED that is broader than a blackbody (see Figure 1.3(a)) and rises between 2 and 25 µm ($\alpha_{\text{IR}} > 0$). They are interpreted as relatively evolved protostars surrounded by a diffuse low mass envelope with $M_* > M_{\text{env}}$. Their SED consists of a contribution from the central protostar (shown as a dashed line on Figure 1.3(a)), and a significant contribution from the envelope at longer wavelengths. Using the same technique as described in Section 1.2.3, Gregersen et al. (2000) observed indications of an infalling envelope in a number of Class I sources.

Class II sources have an SED that is either flat or has a small negative slope between 2 and 25 µm ($-1.5 < \alpha_{\text{IR}} < 0$). They are visible in the optical and correspond to classical T-Tauri stars. Their SED resembles a blackbody with significant infrared excess — see Figure 1.3(b). This excess is due to an optically thick disk around the young star. The circumstellar envelope has either accreted onto the disk, or has been dispersed by winds and outflows from the star.

The SEDs of Class III sources resemble a reddened blackbody (see Figure 1.3(c)), and decline steeply between 2 and 25 µm ($\alpha_{\text{IR}} < -1.5$). The identified Class III objects correspond to weak-line T-Tauri stars. They are interpreted as having a disk that is lower in mass than that of a Class II, and is optically thin due to dust coagulation into planetesimals, or clearing by already formed planets.

The complete evolutionary sequence can be categorised by the property $T_{\text{bol}}$, which is the temperature of a blackbody with the same mean frequency as the observed SED (Chen et al., 1995, 1997). Using this notation, Class 0 protostars have $T_{\text{bol}} < 70$ K, Class I protostars have $70 < T_{\text{bol}} < 650$, Class II sources have $650 < T_{\text{bol}} < 2880$, and Class III objects have $T_{\text{bol}} > 2880$. 
Figure 1.3: Diagrams of the SEDs of Class I, II and II YSOs. The SED of Class I sources is dominated by a cool circumstellar envelope. Class II sources have a blackbody with a considerable infrared excess due to a circumstellar disk. The SED of Class III sources is that of a reddened blackbody (Lada, 1987).
1.2.5 Decreasing Accretion Rate with Time

It is well recognised that young stellar objects (YSOs) are the driving source of outflows (e.g. see the review by Bachiller, 1996). In a study of the outflow activity of a number of Class 0 and Class I sources, Bontemps et al. (1996) showed that the outflow momentum flux $F_{\text{CO}}$ of Class 0 sources is typically an order of magnitude above the linear relation between $F_{\text{CO}}$ and $L_{\text{bol}}$ that holds for Class I sources. In addition, Bontemps et al. found that $F_{\text{CO}}$ was well correlated with the envelope mass $M_{\text{env}}$ for the complete sample of Class 0 and Class I sources. Interpreting the change in $M_{\text{env}}$ as evolutionary, this implies that outflow power decreases with time. Most explanations for the generation of the outflow from a YSO involve the accretion of material from the circumstellar envelope as the energy source for the outflow. Therefore the reduced outflow power could be caused by a reduction in the accretion rate with time. This conclusion has important consequences for the initial conditions of protostellar collapse, which are discussed in Section 1.3.

1.2.6 Protostellar Lifetime

The lifetime of the different protostellar stages is usually determined by counting the relative numbers of each class of object in a region (e.g. André et al., 2000). Wilking, Lada, & Young (1989) estimated the lifetime of Class II objects, by calculating the Kelvin-Helmholtz contraction time for each star since the end of the accretion phase. The average calculated age was $\sim 4 \times 10^5$ yr. Greene et al. (1994) determined that in the $\rho$ Ophiuchi cloud, there are between 1/4 and 3/4 as many Class I sources as Class IIs, and therefore estimated the lifetime of Class I sources to be $\sim 2 \times 10^5$ yr. The low number of Class 0 sources in $\rho$ Ophiuchi (Motte et al., 1998) (2 compared to 15–30 Class I sources) indicates that the lifetime of
Class 0 protostars is approximately $1/10$ that of Class I protostars, or $\sim 2 \times 10^4$ years. These lifetimes are based on small number statistics and are only order of magnitude estimations.

The shorter lifetime of Class 0 sources, is consistent with the result of Bontemps et al. (1996) that the Class 0 accretion rate is higher than that of a Class I protostar. Bontemps et al. attempted to quantify the accretion rate based on the measured outflow momentum flux. They calculated the outflow mass loss rate $\dot{M}_W$ from $F_{\text{CO}}$, and hence calculated the accretion rate $\dot{M}_{\text{acc}}$ for the Class 0 and Class I sources in their sample. They assumed the relation $\dot{M}_W = 0.1\dot{M}_{\text{acc}}$, in agreement with a number of theoretical predictions (e.g. Shu et al., 1994; Pelletier & Pudritz, 1992).

These calculations yielded accretion rates of $\sim 10^{-5} \, M_\odot \, \text{yr}^{-1}$ for Class 0 sources, and $\sim 10^{-6} \, M_\odot \, \text{yr}^{-1}$ for Class I sources. Therefore a $1 \, M_\odot$ star would be in the Class 0 phase for $\sim 5 \times 10^4$ years, and in the Class I phase for $\sim 5 \times 10^5$ years (see also Whitworth & Ward-Thompson 2001).

### 1.3 Prestellar cores

In order to understand the process of star formation, it is important to know from what protostars are formed, and how that pre-protostellar (or prestellar for brevity) object evolves into a protostar. In this section, I will review the properties of prestellar cores, the fragments of cloud that have been identified to be the precursors of protostars. These are extremely important objects and studying their properties indicates the relative importance of the different aspects of the physics controlling star formation. A prestellar core is defined as a gravitationally
1.3. PRESTELLAR CORES

bound core that has not yet formed a protostellar object at the centre.

1.3.1 History

The identification of a prestellar core came after more than a decade of research. Myers, Linke, & Benson (1983) selected ~ 90 regions of high optical extinction in the Palomar Observatory Sky Survey (POSS) plates. In each region, they observed the extinction maxima in $^{13}$CO and $^{18}$O with a resolution of 1.9'. These observations revealed dense cores with average masses and sizes of $10 - 250 \, M_\odot$ and $0.4 - 4 \, \text{pc}$ respectively.

A follow-up survey of the same positions using ammonia lines found denser condensations within the CO cores (Myers & Benson, 1983). The ammonia cores have average masses and sizes of $0.5 - 10 \, M_\odot$ and $0.05 - 0.3 \, \text{pc}$ respectively. The positions of the ammonia cores in the Taurus molecular cloud were correlated with the positions of T-Tauri stars. In addition, the number of dense cores was seen to be consistent with the expected number of new T-Tauri stars that would form over the next $2 \times 10^5 \, \text{years}$, the typical core freefall time. This analysis was based on the T-Tauri lifetime estimates discussed in Section 1.2.6. These results led Myers & Benson to conclude that most (if not all) of the dense cores would form T-Tauri stars in the next $10^6 \, \text{years}$.

Beichman et al. (1986) compared the positions of the dense cores detected in CO and NH$_3$ with the Infrared Astronomical Satellite (IRAS) point source catalogue (Beichman et al., 1985). They found that approximately 50% of the cores were associated with an IRAS detection. Of the cores with an IRAS point source, roughly one third were found to be visible at optical wavelengths and
correspond to T-Tauri stars. Beichman et al. (1986) suggested that the cores with an IRAS detection but no optical counterpart could either be deeply embedded YSOs, or accreting protostars. The cores with no IRAS detections were termed 'starless', and were identified as the possible sites of future star formation.

Ward-Thompson et al. (1994) surveyed 21 of the closer starless cores in $^{13}$CO at higher resolution using the JCMT. Peaks of column density were detected for 17 cores. Continuum photometric observations of these peaks were made at 450μm, 800 μm and 1.1 mm using the UKT-14 bolometer receiver on the JCMT, and at 1.3 mm using the IRAM telescope. Five of the strongest detections were also mapped at 800 μm. Each of the cores has a mass that is comparable to or larger than its virial mass, indicating that they are gravitationally bound. However there is no evidence for a central protostar. The luminosity of the sources is too low to be powered by accretion onto a central object, but is consistent with thermal emission due to heating by the interstellar radiation field (Ward-Thompson et al., 2002). In addition, the cores are less centrally condensed than cores with IRAS sources, indicating that they are at an earlier evolutionary stage. This evidence led to Ward-Thompson et al. calling the cores pre-protostellar, a name that was subsequently shortened to prestellar.

### 1.3.2 Density Profile

The density profile can be calculated from the flux density profile according to the following (Adams, 1991). If the temperature, density and flux density profiles are $T(r) \propto r^{-q}$, $\rho(r) \propto r^{-p}$, and $S(\theta) \propto \theta^{-m}$, then the exponents are related by the expression $m = p + q - 1$. Ward-Thompson et al. (1994) found that the density profiles of the 5 mapped prestellar cores were more centrally condensed than
constant density spheres, but less condensed than $\rho(r) \propto r^{-2}$ everywhere, which was a prediction of the Shu (1977) model of protostellar collapse (see Section 1.4). Instead, the observations indicated that the density profiles of prestellar cores are flatter ($\rho(r) \propto r^{-1.25}$) at the centre, and steepen to $\rho(r) \propto r^{-2}$ beyond a radius of $\sim 4000$ AU. These profiles are calculated using the assumption that the cores are isothermal (i.e. $q = 0$). This is discussed in the following section.

Subsequent maps of prestellar cores made with improved resolution and sensitivity (André, Ward-Thompson, & Motte, 1996; Ward-Thompson, Motte, & André, 1999) confirmed the conclusions of Ward-Thompson et al. (1994) that the density profile is significantly flatter than $\rho(r) \propto r^{-2}$ at the centre. Depending on the de-projection hypothesis, the results indicate that the central density profile is $\rho(r) \propto r^{-1.2}$ if the core is prolate, and $\rho(r) \propto r^{-0.4}$ if the central region is oblate.

Mid-infrared absorption studies have allowed the cores to be mapped at higher resolution than the millimetre and submillimetre studies allow. Bacmann et al. (2000) mapped 24 prestellar cores at 7 $\mu$m with a resolution of 6″ using ISOCAM on board the Infrared Space Observatory (ISO) satellite. Their results were consistent with the flattened inner density profile observed in the millimetre maps, and also showed that for a number of cores, the density profile steepens further to between $\rho(r) \propto r^{-3}$ and $\rho(r) \propto r^{-4}$ beyond a radius of $\sim 10000 - 15000$ AU.

Alves, Lada, & Lada (2001) mapped the structure of the Bok globule Barnard 68 (an isolated low mass core), by measuring the near-infrared extinction of a large number of background stars. From these observations, they determined the column density along each line of sight. They found that the column density, plotted as a function of radius, is well described by a critically stable Bonner-Ebert sphere. A Bonner-Ebert sphere is an isothermal sphere that is confined by external pressure,
and supported against gravity by internal pressure (Ebert, 1955; Bonnor, 1956). The stability of the sphere is determined by the ratio of the core radius to the radius of the region exhibiting a flatter density profile. Alves et al. used this fit to conclude that Barnard 68 is currently in a state of equilibrium.

This interpretation was questioned by Ballesteros-Paredes, Klessen, & Vázquez-Semadeni (2003). They found that in numerical simulations, a significant number of cores resembled stable Bonner-Ebert spheres, even though the cores were actually far from equilibrium. The fitting procedure also yielded core temperatures that were a factor of 2 – 3 different from the temperature of the simulation.

Models of protostellar collapse predict that the accretion rate is constant if the density profile at the beginning of collapse is \( \rho(r) \propto r^{-2} \) everywhere (e.g. Foster & Chevalier, 1993). As discussed in Section 1.2.5, this is not consistent with observations. Henriksen, Andre, & Bontemps (1997) proposed that the flattened inner density profile could be a direct cause of the decreasing accretion rate inferred by Bontemps et al. (1996). Henriksen et al. modelled the collapse of a number of prestellar cores with density profiles made up of a 3-part power-law. The effect of a flattened inner profile on the collapse was to cause the initial accretion rate to be significantly elevated compared to models without the flattened profile.

Whitworth & Ward-Thompson (2001) modelled a prestellar core as a Plummer-like sphere, which has a steep power-law density profile at large radii and a flattened profile at lower radii. The authors found that as well as being consistent with the observed density profile and the decreasing accretion rate (and hence the relative lifetimes of Class 0 and Class I protostars), the model also explained the infall rates seen towards L1544 (Tafalla et al., 1998; Williams et al., 1999), an observation that most other models have not successfully explained.
1.3.3 Core Temperature

Prestellar cores are well shielded from the interstellar radiation field by the surrounding molecular cloud, and unlike protostellar envelopes, they do not have a central heating source. They are consequently very cold. This is indicated in Figure 1.4, which shows the prestellar core L1544 at 90 and 200 μm made with the ISOPHOT instrument on board ISO (Ward-Thompson et al., 2002). The lack of a detection at 90 μm indicates that the temperature of the emitting material is significantly colder than 30 K, as a blackbody at 30 K has a peak at around 100 μm.

Figure 1.4: ISOPHOT maps of the prestellar core L1544 at 90 and 200 μm (Ward-Thompson et al., 2002).

Ward-Thompson et al. (2002) plotted the SEDs of a number of prestellar cores, based on data at wavelengths of 90, 170, 200, 450, 850 and 1300 μm. They fitted modified blackbody functions of the form:

\[ F_\nu = B_\nu, T \left( 1 - e^{-\tau_\nu} \right) \Omega, \]  

(1.3)
where $F_\nu$ is the measured flux density, $B_{\nu,T}$ is the Planck function at frequency $\nu$ and temperature $T$, $\Omega$ is the solid angle of the source, and $\tau_\nu$ is the optical depth at frequency $\nu$. $\tau_\nu$ was assumed to scale as $\nu^\beta$, where $\beta$ is the dust emissivity index.

The cores were best fitted by a single temperature of between 10 and 15 K.

The ISOPHOT data were also used to calculate colour temperature maps to estimate the temperature at each position in the map. To do this, the 170 and 200 $\mu$m maps are ratio-ed in the following way:

$$\frac{F_\nu_1}{F_\nu_2} = \frac{\nu_1^{3+\beta} [e^{h\nu_1/kT} - 1]}{\nu_2^{3+\beta} [e^{h\nu_2/kT} - 1]}.$$  \hspace{1cm} (1.4)

This showed that the majority of the cores were colder in the centre than at the edges, a picture that is consistent with the cores not having a central heating source, but being heated externally by the interstellar radiation field. In addition, the colour temperature maps indicate that the central region of each core (on a scale comparable to that mapped by SCUBA) is approximately isothermal. This is important for the calculation of the radial density profiles from the measured flux density profiles.

### 1.3.4 Prestellar Core Lifetime

As was discussed for the different YSO classes, the lifetimes of prestellar cores are generally estimated by counting the relative numbers of objects at different evolutionary states (e.g. André et al., 2000). Beichman et al. (1986) found an approximately equal number of ammonia cores with and without IRAS sources. Using the lifetime of the embedded phase (based on the age of the youngest visible T-Tauri star), they estimated the lifetime of the prestellar phase to be approximately $10^6$
years. Jessop & Ward-Thompson (2000) repeated this analysis for a number of different clouds, and found that the prestellar lifetime $t_p$ decreases with the central density $n(\text{H}_2)$, and the data are best fitted by the relation $t_p \propto n(\text{H}_2)^{-0.85 \pm 0.15}$. They noted that this is consistent with the predictions of models of core evolution, in which the core is partially ionised by cosmic rays, and is supported against collapse by magnetic fields. These models are discussed in more detail in Section 1.4.3.

All prestellar cores mapped at high enough resolution have shown an inner flattened density profile (Ward-Thompson et al., 1994; André et al., 1996; Ward-Thompson et al., 1999; Kirk, 2002). Protostellar envelopes, however, are generally seen to be centrally condensed (Motte et al., 1998; Motte & André, 2001). This implies that the transition, from a flattened inner density profile to a steep inner profile, must occur very close to the end of the life of the prestellar core (Ward-Thompson et al., 1999).

### 1.3.5 Magnetic Fields

There is evidence that magnetic fields play an important role in the evolution of prestellar cores. Theoretical magnetic models of core evolution reproduce a number of the observed features of prestellar cores. These include the flattened inner density profile (e.g. Ward-Thompson et al., 1994), the steep density profiles at large radii (Bacmann et al., 2000), the anti-correlation of core lifetime with central density (Jessop & Ward-Thompson, 2000), and the rapid evolution from the flattened density profile to a centrally condensed one (Ward-Thompson et al., 1999). These theoretical models require the strength of the magnetic field. However, this is not well constrained observationally.
To date, the only measurements of the magnetic field strength are through low resolution Zeeman measurements, which do not sample the high density cores. These are discussed further in Section 1.5.3. Polarimetry maps indicate the direction of the magnetic field, but do not directly yield the strength. In Chapter 3, I use a technique to calculate the field strength in the plane of the sky for three prestellar cores using polarimetry observations.

Observations of the field direction in prestellar cores using the polarimetry observations (Ward-Thompson et al., 2000) have indicated that the field does not lie in the direction predicted by quasi-static magnetic models. This is covered in more detail in Chapter 3.

### 1.4 Theories of Prestellar Evolution

As discussed above, young stars are associated with clumps of dense gas in molecular clouds. There have been a number of theories proposed to explain the formation of these clumps. One such theory is that of gravitational instability, which was first suggested by Newton in 1692. The idea was developed further by Jeans (1929), who showed that in an isothermal medium of constant density, there exists an equilibrium between self-gravity, internal pressure and external pressure. Clumps of gas more massive than a critical value will collapse, and clumps less massive than this will expand. The equilibrium mass that neither contracts nor expands has become known as the Jeans mass $M_J$:

$$M_J \approx 5.5 \frac{c^3}{G^{3/2} \rho^{1/2}}$$ (1.5)
where $c$ is the isothermal sound speed, $G$ is the gravitational constant, and $\rho$ is the initial density.

Random motions in the cloud will create regions that are more dense than the average density. If such a region has a mass greater than $M_J$, it will contract, and the density fluctuation will be amplified. Clumps that are much more massive than $M_J$ will be dominated by their self-gravity and will therefore collapse on a freefall time $t_\text{ff}$:

$$t_\text{ff} = \left(\frac{3\pi}{32G\rho}\right)^{\frac{1}{2}}.$$  \hspace{1cm} (1.6)

Alternatively, turbulent shocks have been used to explain the formation of thermally supercritical clumps. The role of turbulence in molecular clouds is discussed in Section 1.4.4.

The pressure that supports the clumps against gravity is thermal pressure, therefore a clump of gas that is unstable to gravitational collapse is known as thermally supercritical. This is the basic requirement of the star formation process. A number of different analytic and numerical models have been proposed to explain how star formation proceeds. These differ in many ways, and are dominated by different physics, such as gravity, pressure, turbulence or magnetic fields. In this section, I discuss some of these theories.

### 1.4.1 Similarity Solutions

A number of self-similar analytical solutions have been suggested (e.g. Larson, 1969; Penston, 1969; Shu, 1977; Hunter, 1977; Whitworth & Summers, 1985). These solutions solve the equations of self-gravitating gas dynamics and thermal balance,
whilst removing the temporal and spatial boundary conditions to infinity (Whitworth & Summers, 1985). This is done for computational convenience, and to remove the influence of arbitrary boundary conditions on the results.

The most often quoted similarity solution was known for a while as the 'standard' theory of spontaneous isolated star formation (Shu, 1977). This model takes the elegant (if physically unrealistic) singular isothermal sphere (SIS) as the starting point for protostellar collapse. The SIS is described by a density profile of $\rho \propto r^{-2}$ everywhere. This state is arrived at quasi-statically (i.e. with negligible acceleration), and magnetic fields have been used to explain the gradual evolution of a core to an SIS.

The collapse of the SIS is instigated by the formation of a point mass (at time $t = 0$) at the centre of the core. An expansion wave proceeds outwards to the core edge at the sound speed $a$. The material within the wavefront is in freefall collapse, and has a density profile of $\rho \propto r^{-1.5}$. The material outside the wavefront is stationary and has the pre-collapse density profile of $\rho \propto r^{-2}$. A consequence of the SIS is that the accretion rate is constant, with a value of $a^3/G$, where $G$ is the gravitational constant. As discussed in the preceding section, neither the degree of central condensation, nor the constant accretion rate are seen observationally.

The Larson-Penston (LP) collapse solution (Larson, 1969; Penston, 1969) differs in that the collapse begins with a compression wave that propagates inwards from the surface of the core to the centre. When the wave reaches the centre, a point mass is formed and the wave is reflected into an expansion wave. Consequently there is already significant infall at $t = 0$ when the central point mass is formed.
Hunter (1977) identified yet more discrete solutions, and also performed numerical simulations. He found that the collapse resembled the LP solution more closely than that of Shu. This result was also found by Foster & Chevalier (1993), who noted that to achieve a constant accretion rate, the radius of the flat central region of the core at $t = 0$ must be smaller than 0.05 times the core radius.

Whitworth & Summers (1985) showed that rather than there being discrete self-similar solutions, as had been previously assumed by Larson (1969), Penston (1969) and Shu (1977), there is a 2-dimensional continuum of solutions. The solutions can be categorised into 'intrinsically unstable clouds', which behave in a similar manner to that described by the LP solution, 'intrinsically stable clouds', which require an external trigger to promote collapse, and 'unnatural solutions' such as the Shu solution. Whitworth & Summers conclude that the large number of solutions increases the likelihood of an acceptable similarity solution being found from realistic (and hence varied) conditions. Of the three solution types, Whitworth & Summers found that the unstable cloud is the more realistic, and therefore concur with the conclusions of Hunter (1977) and Foster & Chevalier (1993).

Whitworth et al. (1996) showed that the creation of the SIS is unfeasible. It requires that the core be unperturbed by collisions with other cores for a longer time than is reasonable given the velocity dispersion of the cores. If the effects of a magnetic field are included, then the creation of the SIS is even more unlikely, as the field slows down the evolution of the core, thus making an external perturbation more likely. In addition, the collapse of an SIS does not easily form binary star systems, without external perturbations, (which if present, would prevent the SIS from forming in the first place). This difficulty in forming binaries is not consistent with observations, which indicate that the majority of young stars are part of binary
or higher multiple systems (e.g. Ghez, Neugebauer, & Matthews, 1993).

1.4.2 Additional Cloud Support Mechanisms

Zuckerman & Palmer (1974) noted that the Galactic star formation rate is significantly lower than expected, given the total mass of gas in molecular clouds in the Galaxy, and the typical freefall time of a molecular cloud. This agrees with the low star formation efficiency of GMCs, which typically have masses of $10^4 - 10^6 \, M_\odot$, and form open clusters of stars with a total mass less than $10^3 \, M_\odot$.

Therefore there must either be additional support mechanisms within molecular clouds, or molecular clouds must have lower lifetimes than the $10^7$ years that was previously believed. Two potential sources of cloud support are magnetic fields and turbulence. These are discussed in Sections 1.4.3 and 1.4.4 respectively. The question of reduced cloud lifetime is considered in Section 1.4.5.

1.4.3 Magnetic Fields and Ambipolar Diffusion

There is now considerable evidence that magnetic fields permeate the interstellar medium. These are discussed in Section 1.5. They were proposed to play an important part in the evolution of molecular clouds as early as 1956 by Mestel & Spitzer.

Magnetic fields have been shown to be capable of providing support against gravity, and therefore preventing the collapse of a thermally supercritical molecular cloud (Mouschovias, 1976a,b). The origin of this support is that a partially ionised gas (ionised by either UV photons or cosmic rays) experiences resistance against
crossing magnetic field lines due to the Lorentz force. Friction between the ions and the neutrals slows down the gravitational contraction of the cloud in directions perpendicular to the magnetic field lines, forming a flattened structure.

Depending on the strength of the magnetic field, the cloud can contract in a direction perpendicular to the field direction, by dragging the field lines. This occurs until the magnetic tension is in equilibrium with the cloud’s self-gravity. In this equilibrium state, a cloud is known as magnetically critical.

If the cloud is magnetically subcritical and therefore held in place by the field, the magnetic flux must be removed before the cloud can collapse further. This is achieved through the process of ambipolar diffusion, where the neutrals flow past the ions and thus collapse continues (Mestel & Spitzer, 1956).

The time-scale for the collapse of a sub-critical core $t_{AD}$ is modified from the freefall time $t_{ff}$ by the time-scale for collisions between neutrals and ions $t_{ni}$ according to the following (e.g. Mouschovias & Ciolek, 1999):

$$t_{AD} \approx \frac{t_{ff}^2}{t_{ni}} \quad (1.7)$$

This time-scale is reduced as the density increases, because the enhanced shielding reduces the rate of ionisation from energetic photons (Mouschovias, 1979). Therefore as the cloud evolves and the central density increases, the contracting core becomes separated from the outer envelope, which is effectively held in place by the field.

The critical mass $M_{B,\text{crit}}$ that can be supported by a magnetic flux $\Phi$ is given by:

$$M_{B,\text{crit}} = c_1 \Phi G^{-\frac{1}{2}} \quad (1.8)$$
where $c_1$ is a constant between 0.13 (Mouschovias & Spitzer, 1976) and $1/2\pi$ (0.16 — Nakano & Nakamura, 1978).

A magnetically subcritical cloud evolves quasi-statically until enough mass has built up in the centre for a supercritical core to form. At this point the field can no longer support the weight of the cloud, and dynamic collapse sets in.

A large number of detailed numerical simulations of cores evolving according to ambipolar diffusion have been performed over the last 20 years (e.g. Fiedler & Mouschovias, 1992; Ciolek & Mouschovias, 1994; Ciolek & Basu, 2000). These have made a number of assumptions and predictions that can be compared to observations. For ambipolar diffusion to be important, the cloud must be initially magnetically subcritical. To determine if this is applicable in real molecular clouds, the mass and the magnetic field strength are required. The mass of molecular clouds is relatively easy to measure, and can be done by measuring the integrated flux of an optically thin species. However, measuring the magnetic field strength is considerably more difficult.

The most common way of measuring the field strength is by using the Zeeman effect. This technique is described in Section 1.5.3. Crutcher (1999) collated Zeeman measurements of a number of molecular clouds, and calculated the mass to flux ratio for each of them. He found that in most cases, the clouds were supercritical with a mass to flux ratio of 2 (in units of the critical value). This implies that the clouds are not supported by magnetic fields. However, as discussed in Section 1.5.3 the Zeeman effect is not an ideal technique for measuring the field strength. An alternative method is discussed in Section 1.5.4, and is used to estimate the field strength of three prestellar cores in Chapter 3.
The predicted time for the core to evolve through ambipolar diffusion to the formation of a supercritical core is $\sim 10^7$ years (e.g. Ciolek & Mouschovias, 1994). This can be compared to the estimated lifetime of prestellar cores of $\sim 10^6$ years (see Section 1.3.4 above). Therefore if the models are correct, by the time prestellar cores are detected they have almost formed a supercritical core. The predicted central density at this time is also in agreement with the observations of prestellar cores (e.g. André et al., 1996).

The models also make predictions about the density profile of the core at different times. The profile is characterised by a flat inner region and a power-law outer region, in general agreement with observation. André et al. (1996) compared the density profile of the prestellar core L1689B to the Ciolek & Mouschovias (1994) model and found that to support the core would require a field strength of $\sim 80 \, \mu G$. This is higher than the field strengths commonly measured using the Zeeman effect in an object of this mass (Crutcher, 1999), though as mentioned above, the Zeeman effect is not an ideal method for determining the field strength.

A number of other predictions of ambipolar diffusion models such as infall speed, density profile and field morphology have been compared with the prestellar core L1544. These comparisons have shown that whilst the models predict some of the observed features, no models can yet account for all of the observations. This is discussed in detail in Section 3.3.

1.4.4 Turbulent Cloud Support

Molecular clouds are generally observed to have non-thermal motions (e.g. Myers, 1983), as evidenced by their broad molecular line profiles. These motions
(hereafter called turbulence) will supplement the support of the cloud. However hydrodynamic turbulence is expected to shock and dissipate on a time-scale comparable with the cloud freefall time-scale of \( \sim 10^6 \) years (e.g. Mac Low et al., 1998). Therefore in order to provide support over the cloud’s lifetime (\( \sim 10^7 \) years), the turbulence must be continually re-injected. A number of sources of turbulence have been suggested, including Galactic shear on large scales, supernovae shocks on intermediate scales and stellar outflows from young stars on small scales (e.g. Norman & Ferrara, 1996).

An alternative suggestion was that turbulence in a magnetised medium, or magneto-hydrodynamic (MHD) turbulence was more long lived (Arons & Max, 1975). Unlike sonic compressive waves, transverse oscillations along the field lines (Alfvén waves) do not involve collisions between clumps of gas, and are therefore less dissipative and more long lived. In order for this mode of oscillation to be important, the thermal pressure must be small compared to the magnetic pressure, which is equivalent to the Alfvén speed being much higher than the sound speed. This is generally observed to be the case, and though the gas motions are usually seen to be supersonic, they are typically sub-Alfvénic (e.g. Myers & Goodman, 1988).

Recent numerical studies however, have indicated that transverse Alfvén waves can be converted into compressive motions, which are rapidly dissipated (e.g. Mac Low et al., 1998; Stone, Ostriker, & Gammie, 1998). If these studies are correct, then either the turbulence is continually re-injected, or molecular clouds only survive for \( \sim 10^6 \) years. The latter possibility is discussed in the following section.
1.4.5 Molecular Cloud Lifetimes

In an effort to explain the low Galactic star-forming rate, Elmegreen (2000) commented that one third of clusters in the Large Magellanic Cloud (LMC) that are younger than 10 Myr are still associated with gas, and essentially no clusters older than this showed evidence of any associated gas. This implies that clouds only last for \( \sim 3 \) Myr once star formation has begun. In addition, few molecular clouds are observed that do not have associated stars, the only exception to this being the Maddalena-Thaddeus cloud (Maddalena & Thaddeus, 1985). Therefore molecular clouds must be created, form their stars and be dissipated in only a few Myr. This removes the need for long-lived turbulent or magnetic support. Elmegreen (2000) argued that the low Galactic star-forming rate is due to the fact that clouds are not long-lived so the majority of gas in a molecular cloud is never dense enough to form stars.

1.5 Measuring Interstellar Magnetic Fields

The evidence for interstellar magnetic fields was first discovered over 50 years ago when Hall (1949) and Hiltner (1949) independently detected the polarisation of starlight. The observation that the degree of polarisation was correlated with reddening, lead to the suggestion that the polarisation was caused by dust grains that are aligned by the magnetic field, and preferentially absorb one component of the background radiation. The magnetic field was first measured directly by observing the Zeeman effect in 21 cm HI spectra (Verschuur, 1969).

As discussed in the previous section, the role of the magnetic field may be
crucial to the process of star formation. It is therefore important to measure its properties observationally. In this section, I discuss the different observational techniques that are used for measuring interstellar magnetic fields. These include polarimetry (Section 1.5.1), and two methods for measuring the strength of the magnetic field, the Zeeman effect, and the Chandrasekhar-Fermi technique (Sections 1.5.3 and 1.5.4 respectively).

1.5.1 Polarimetry

Polarimetry is the study of linearly or circularly polarised light. After the discovery that starlight could be polarised by dust grains along the line of sight, Davis & Greenstein (1951) suggested that elongated spinning dust grains could be aligned perpendicular to the local magnetic field. These aligned grains would preferentially absorb the component of the background radiation that was parallel with the grains’ long axis, leading to the transmitted light being partially polarised in a direction perpendicular to the grain axis and parallel to the magnetic field. Since then a number of theories have been proposed to explain what causes the grains to spin, and why they align perpendicular to the magnetic field. These are discussed in Section 1.5.2

Optical polarimetry has been used primarily to map the large scale magnetic field of our own and other galaxies (e.g. Axon & Ellis, 1976). These studies have shown that the magnetic field lines tend to lie along the galactic spiral arms (e.g. Ward-Thompson, 1987). Polarimetry has also been used to map the magnetic field at the periphery of molecular clouds, where the extinction is low, and background stars can still be detected (e.g. Vrba, Strom, & Strom, 1976b). However, the high extinction at the centre of molecular clouds puts these regions beyond the reach of
optical polarimetry.

One solution to this is to use the same technique in the infrared where the opacity is lower (e.g. Wilking et al., 1979). However, recent research has suggested that this method does not probe the field in the centres of molecular clouds (Goodman et al., 1995). These authors argue that the degree of polarisation does not increase with extinction in the cloud centre. Also the polarisation shows no correlation with the cloud structure, and shows a similar morphology to the optical polarisation map of the outskirts of the cloud. They blame this on a possible change in grain size or geometry at high density, as the polarisation efficiency for absorption polarimetry is highly dependent on grain properties. They conclude that the map is probably sampling the foreground polarisation caused by dust in the same regime as that sampled in the optical map.

Fortunately, the thermal radiation emitted by aligned grains is also polarised. This was first successfully mapped in the far-infrared by Cudlip et al. (1982) and in the submillimetre by Hildebrand, Dragovan, & Novak (1984). The emission is optically thin and can therefore be used to probe the centres of molecular clouds. The degree of polarisation has also been shown to correlate with the morphology of high density filaments (e.g. Matthews, Wilson, & Fiege, 2001). This indicates that the technique is sampling the magnetic field in the cloud centre. Unlike in absorption polarimetry, the radiation is polarised in a direction parallel to the grain’s long axis. This is discussed in the following section.

1.5.2 Grain Alignment

Davis & Greenstein (1951) suggested that rotating paramagnetic grains in a mag-
A paramagnetic material consists of numerous permanent atomic dipoles that are normally independent, but line up when an external magnetic field is applied. This causes the material to have a magnetisation $M$ (magnetic moment per unit volume) that is aligned with the external field. For a spinning grain, the time taken to induce the magnetisation results in a component ($M_\perp$) perpendicular to the magnetic field. A torque between $M_\perp$ and $B$ aligns the rotation axis of the grain with the magnetic field.

A spinning triaxial grain will have a rotational energy $E_r$ and a total angular momentum $J$ given by Equations 1.9 and 1.10 (Purcell, 1979):

\[
E_r = \frac{1}{2} (I_x \Omega_x^2 + I_y \Omega_y^2 + I_z \Omega_z^2), \tag{1.9}
\]

\[
J = (I_x^2 \Omega_x^2 + I_y^2 \Omega_y^2 + I_z^2 \Omega_z^2)^{\frac{1}{2}}, \tag{1.10}
\]

where $\Omega_{x,y,z}$ and $I_{x,y,z}$ are the angular velocities and moments of inertia in the $x$, $y$, and $z$ directions. The coordinates of the grain are defined such that the $x$ axis is the grain's long axis, and $I_x < I_y < I_z$.

The rotational energy of the grain can be dissipated through paramagnetic absorption (Davis & Greenstein, 1951). This is the resistance of the material to aligning the atomic dipoles. Mechanical stresses can also cause dissipation of energy (Purcell, 1979). These occur by the centrifugal forces acting on the imperfectly elastic grain. However the total angular momentum is always conserved. This will cause $\Omega_z$ to increase at the expense of $\Omega_x$ and $\Omega_y$, until $\Omega_x = \Omega_y = 0$ and the grain is spinning around its shortest axis. The thermal emission from the grain will therefore be partially polarised parallel to the grain's long ($x$) axis, which is perpendicular to the direction of the magnetic field.
for molecular hydrogen is on the surface of grains. Adsorbed atomic hydrogen is free to move around the grain surface until it collides with another hydrogen atom, and forms $H_2$ in an exothermic reaction that liberates 4.5 eV. The $H_2$ is ejected from the grain and the grain recoils. If the molecules are ejected preferentially from specific sites, the grain will spin up and potentially achieve a very high rotation rate.

1.5.3 Zeeman effect

The standard technique for measuring the interstellar magnetic field strength uses the Zeeman effect, which is the splitting of a species’ electronic energy levels in an external magnetic field. An electron bound to an atom can be described by a series of quantum numbers. The principal quantum number ($n$) describes the shell that the electron is in, where $n$ can be any positive integer greater than 0. The orbital angular momentum quantum number ($l$) can take any integer between 0 and $n-1$, and dictates the shape of the electron’s wave-function. The magnetic quantum number ($m_l$) can be any integer between $-l$ and $l$. The energy levels defined by this quantum number are degenerate unless the atom is in a magnetic field. In a magnetic field, adjacent levels become separated by $\mu_B B$, where $\mu_B = e\hbar/2m$ and $B$ is the field strength. This is illustrated in Figure 1.5. In this example, the spectral line (shown in Figure 1.5 as a red line) splits from a singlet ‘1’ to a triplet ‘2,3,4’ state.

Typical interstellar magnetic fields are very weak (of the order microgauss to milligauss), therefore the separation of the spectral lines is typically below 1 kHz, and is therefore not resolvable. However if the magnetic field is parallel to the line of sight, the spectral lines that make up the triplet are polarised in different
ways. In the example given above, line 3 is linearly polarised and lines 2 and 4 are circularly polarised with opposite senses. Observing the left and right handed circularly polarised light and finding the difference, should yield a differential signal that is measurable, as shown in Figure 1.6 (Sault et al., 1990). If the magnetic field is perpendicular to the line of sight, all the lines are linearly polarised, therefore this technique is only a measure of the line of sight field component.

The Zeeman effect was first observed in the interstellar medium by Verschuur (1969) in HI absorption towards the Taurus molecular cloud. However, HI is not a good species to observe the Zeeman effect in the denser regions of molecular clouds, where the majority of the hydrogen is molecular. OH lines at 18 cm are a better tracer in these regions, and the Zeeman effect has been observed in emission towards Barnard 1 using the 305 m Arecibo telescope (Goodman et al., 1989). However, Zeeman observations with this tracer are limited by the low spatial resolution (3’ with the Arecibo telescope), caused by the low frequency (1666 MHz) of the lines. Additionally the fractional abundance of OH decreases at high density.
Figure 1.6: Spectra of unresolved and oppositely polarised emission (dashed and dot-dashed lines) and the difference (solid line) (Sault et al., 1990)

because its formation mechanism requires ionising photons. The (1-0) transition of CN at 113 GHz (2.65 mm) is a much more promising transition to observe the Zeeman effect with, as the higher frequency allows much higher spatial resolution. To date, CN Zeeman detections have been made towards the high mass star-forming regions OMC1 and DR21OH (Crutcher et al., 1999), and data for lower mass objects should become available as detector technology improves.

1.5.4 Chandrasekhar-Fermi method

Polarimetry observations of the magnetic field do not yield the magnitude of the magnetic field $B$ directly, though Chandrasekhar and Fermi (1953) proposed that the dispersion of polarisation vectors can be used to estimate the plane of sky magnetic field strength $B_{pos}$. Their derivation is as follows and relies on the assumptions that the magnetic field is frozen into the gas and that the gas motion is isotropic.
1.5. MEASURING INTERSTELLAR MAGNETIC FIELDS

Signals travel along the field lines at the Alfvén speed $V_A$, given by:

$$V_A = \frac{B}{\sqrt{(4\pi\rho)}} ,$$

(1.11)

where $\rho$ is the density of the gas. The transverse oscillations of a field line (Alfvén waves) are described by:

$$y = a \cos k(x - V_A t).$$

(1.12)

Differentiating this with respect to $x$ and $t$ and combining the results gives:

$$V_A^2 \left( \frac{\delta y}{\delta x} \right)^2 = \left( \frac{\delta y}{\delta t} \right)^2 ,$$

(1.13)

where $\delta y/\delta t$ is equal to the one dimensional velocity dispersion $\delta v$, and $\delta y/\delta x$ is equal to the dispersion of the polarisation vectors $\delta \theta$. Combining Equations 1.11 and 1.13, the magnetic field strength is given by:

$$B = \sqrt{(4\pi\rho)} \frac{\delta v}{\delta \theta} ,$$

(1.14)

with $B$ measured in G, $\rho$ in g cm$^{-3}$, $\delta v$ in cm s$^{-1}$ and $\delta \theta$ in radians.

The velocity dispersion $\delta v$ is in the plane of the sky. While it is not possible to measure this quantity, it is assumed to be equal to the dispersion along the line of sight, which is measurable through molecular line observations. The assumption that the molecular line observations trace the same material as the polarised emission is also made. The validity of this assumption is discussed below. Hence the magnetic field strength can be estimated from the dispersion in the polarisation measurements.

There are many potential problems with the technique, the most obvious being
that any large scale structure in the magnetic field will cause the measured $\delta \theta$ to be an overestimate. This must be dealt with in each individual case. The averaging of different turbulent cells, either in the plane of the sky (caused by insufficient angular resolution) or along each line of sight (obviously unavoidable), both decrease the measured $\delta \theta$. Numerous cells along the line of sight have been inferred by modelling the dispersion of position angles towards molecular clouds on a larger scale (Myers & Goodman, 1991).

In order to investigate the usefulness of the Chandrasekhar-Fermi technique, and to quantify the above effects, simulated observations of molecular cloud models have been performed (Ostriker, Stone, & Gammie, 2001; Heitsch et al., 2001) with a variety of conditions. It was demonstrated that the technique can measure $B_{\text{pos}}$ under certain conditions if a multiplicative factor of ~ 0.5 is included. This factor takes into account non-uniform density structure and sampling multiple cells along the line of sight. Ostriker et al. (2001) show that the technique is valid for their strong field model only, where the mean magnetic energy is greater than the turbulent magnetic energy.

Including this calibration factor and converting $\rho$ into the hydrogen volume density (Equation 1.16) and $\delta v$ into the FWHM line width, $\Delta V = \sqrt{8 \ln 2} \delta v$, Equation 1.14 becomes:

$$B_{\text{pos}} = 9.3 \sqrt{n(H_2)} \frac{\Delta V}{\delta \theta},$$

(1.15)

with $B_{\text{pos}}$ measured in $\mu$G, $n(H_2)$ in cm$^{-3}$, $\Delta V$ in km s$^{-1}$ and $\delta \theta$ in degrees.

The density is converted into the molecular hydrogen volume density using the fractional abundances given in Table 1.1. For simplicity these values assume that matter is comprised of molecular hydrogen, atomic helium and heavier elements.
Table 1.1: Mass fractions and number fractions of $\text{H}_2$, He and $\text{O}_2$ (representing heavy elements), based on meteoritic data (Anders & Grevesse, 1989).

<table>
<thead>
<tr>
<th>Species</th>
<th>$\text{H}_2$</th>
<th>He</th>
<th>$\text{O}_2$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Mass of species ($m_H$)</td>
<td>2</td>
<td>4</td>
<td>32</td>
</tr>
<tr>
<td>Mass fraction</td>
<td>0.706</td>
<td>0.275</td>
<td>0.019</td>
</tr>
<tr>
<td>Number fraction</td>
<td>0.836</td>
<td>0.163</td>
<td>0.001</td>
</tr>
</tbody>
</table>

(represented by molecular oxygen).

\[
\rho = [n(H_2) \times 2m_H] + [n(He) \times 4m_H] + [n(O) \times 32m_H],
\]

\[
= [n(H_2) \times 2m_H] + [0.195n(H_2) \times 4m_H] + [0.0017n(H_2) \times 32m_H],
\]

\[
= 2.8m_Hn(H_2). \tag{1.16}
\]

It must be kept in mind when interpreting the results that the technique only measures $B_{pos}$, which varies with the inclination angle ($i$) as $B \cos i$. However, the addition of a line of sight component that is equal to the two (equal) plane of sky components only increases $B$ to $1.22B_{pos}$.

In Chapter 3 I use this technique to measure the magnetic field strength in the plane of the sky for three prestellar cores, L1544, L43 and L183.

1.6 Mass Estimates of Molecular Clouds and Cores

In this section, I discuss the techniques used in this thesis for calculating the masses of prestellar cores and protostellar envelopes. I will concentrate on the calculation of mass based on the continuum radiation that arises from the thermal emission of dust grains. At the temperatures of molecular cloud interiors, this radiation is
emitted in the submillimetre wavelength range.

There are alternative techniques for measuring cloud masses, such as spectral line emission from molecular species. However, this radiation is frequently not optically thin, and the molecules are subject to chemical processing and depletion onto the cold surfaces of dust grains (e.g. Redman et al., 2002).

1.6.1 Determining Masses from Submillimetre Observations

In order to determine the mass of astronomical objects from thermal dust emission, we make the assumption that it is optically thin. The following derivation of the dust mass is based on that by Hildebrand (1983).

The total flux at frequency $\nu$ received from $N$ grains is given by:

$$ F(\nu) = N \left( \frac{\sigma_g}{D^2} \right) Q(\nu) B(\nu, T), \quad (1.17) $$

where $D$ is the distance to the grains, $\sigma_g$ is the cross-sectional area of a grain, $Q(\nu)$ is the grain emissivity and $B(\nu, T)$ is the Planck function at temperature $T$:

$$ B(\nu, T) = \frac{2h\nu^3}{c^2} \left[ e^{\frac{h\nu}{kT}} - 1 \right]^{-1}, \quad (1.18) $$

where $h$ is Planck’s constant, $k$ is the Boltzmann constant and $c$ is the speed of light. The fraction $\sigma_g/D$ is the solid angle subtended by a single grain, and $Q(\nu)B(\nu, T)$ is the energy emitted by the grain at frequency $\nu$ and temperature $T$.

The mass of dust is given by:

$$ M_d = V_d \rho_g = N \nu_g \rho_g, \quad (1.19) $$
where $V_d$ is the total volume of the dust, $v_g$ is the volume of a single grain, and $\rho_g$ is the typical density of a grain. If the grain radius is $a$, the grain volume is given by:

$$v_g = \frac{4}{3} \pi a^3 = \frac{4}{3} \rho_g a.$$  \hspace{1cm} (1.20)

Note that this is only strictly true for spherical dust grains, but is a good approximation nonetheless.

Combining Equations 1.17, 1.19 and 1.20 yields:

$$M_d = \left( \frac{F(\nu)D^2}{B(\nu, T)} \right) \left( \frac{4\rho_g a}{3Q(\nu)} \right).$$  \hspace{1cm} (1.21)

The first term in Equation 1.21 contains parameters that can be determined observationally. The second term is equal to the inverse of $\kappa_d$, the grain mass absorption coefficient.

Hildebrand (1983) assumed values for $a$ and $\rho$ of 0.1 $\mu$m and 3 g cm$^{-3}$ respectively. The value for $\rho$ is based on the known densities of graphite and silicates, the probable components of interstellar dust. Mathis, Rumpl, & Nordsieck (1977) found that the interstellar extinction is best fitted by grains with a size distribution centred around 0.1 $\mu$m.

The emissivity is more difficult to determine. Whitcomb et al. (1981) measured the UV and 125 $\mu$m optical depths for an interstellar cloud. The cloud needed to have an $A_V$ that was low enough that UV flux from a background star could be detected, and high enough to measure the emission from the cloud at 125 $\mu$m. The ratio of optical depths is equal to the ratio of the extinction efficiencies ($Q_{ext,UV}/Q_{ext,125}$), and was found to be approximately 4000, with an uncertainty of a factor of 4.
The extinction efficiency is equal to the ratio of the extinction and geometric cross-sections:

$$Q_{\text{ext}} = \frac{\sigma_{\text{ext}}}{\sigma_{\text{geom}}} = \frac{\sigma_{\text{abs}} + \sigma_{\text{scat}}}{\sigma_{\text{geom}}}.$$  (1.22)

At UV wavelengths, both the $\sigma_{\text{scat}}$ and $\sigma_{\text{abs}}$ are equal to $\sigma_{\text{geom}}$, therefore the extinction efficiency is equal to 2. At infrared wavelengths, scattering is negligible, so $\sigma_{\text{ext}}$ is equal to $\sigma_{\text{abs}}$. The extinction efficiency is therefore equal to the absorption efficiency, which by Kirchoff's law is equal to the emissivity. This value can be extrapolated to longer wavelengths if the wavelength dependence $\beta$ of the emissivity is known. This is generally assumed to be $\sim 1$ at IR wavelengths ($\lambda < 200\mu m$), and $\sim 2$ at sub-mm wavelengths (Hildebrand et al., 1977; Whitcomb et al., 1981; Hildebrand, 1983). This method yields a value for $\kappa_{d,850\mu m}$ of 0.8 cm$^2$g$^{-1}$.

$\kappa_d$ can also be determined experimentally. Agladze et al. (1994) measured the absorption coefficient for crystalline and amorphous forsterite ($\text{Mg}_2\text{SiO}_4$) in the laboratory. They found values for $\kappa_{d,850\mu m}$ of 1.6 cm$^2$g$^{-1}$ and 0.6 cm$^2$g$^{-1}$ for crystalline and amorphous material at a temperature of 20 K. The experiment also provided a direct measurement of $\beta$, which was found to be equal to 1.3.

Both the observational and experimental techniques yield a $\kappa_{d,850\mu m}$ that is larger than the canonical value of 0.6 cm$^2$g$^{-1}$ (Draine & Lee, 1984), which was calculated for bare graphite grains in the diffuse interstellar medium. There are a number of possible explanations for the larger value of $\kappa_d$ in cold, dense molecular clouds. Volatile materials could freeze on to the grain surfaces to form ice mantles, and grains could agglomerate and form 'fluffy' structures.

Ossenkopf & Henning (1994) modelled the effects of coagulation and freeze-out on $\kappa_d$ for silicate grains. They found that mantle formation occurs rapidly compared to coagulation, and both effects increase the absorption coefficient. For
volume densities of $10^5$ cm$^{-3}$ that are typical of prestellar core environments, their models predict a $\kappa_{d,1.3\text{mm}}$ of 0.8 cm$^2$g$^{-1}$ with an uncertainty of a factor of 2. Extrapolating this value to 850 $\mu$m yields a $\kappa_{d,850\mu m}$ of 1.9 cm$^2$g$^{-1}$ using the canonical far infrared $\beta$ of 2, and a $\kappa_{d,850\mu m}$ of 1.4 cm$^2$g$^{-1}$ using the $\beta = 1.3$ that is recommended by Agladze et al. (1994).

Each of these methods has some drawbacks. The Whitcomb et al. (1981) method involves assuming that $\kappa_d$ is the same in the dense cloud being studied, as it is in a less dense cloud for which the UV extinction can be measured. It also requires extrapolating $Q_{\text{ext}}$ over a large range of wavelengths. The laboratory studies of Agladze et al. (1994) only consider one type of grain material, and do not take into account icy mantles or grain coagulation. Modelling studies also make a number of assumptions regarding the grain composition. However, even taking into account all of these uncertainties, measuring the thermal dust emission remains the most reliable way of determining the mass of molecular cloud cores. The alternative is measuring the optically thin emission from molecular species, which are subject to an unknown amount of chemical processing and depletion out of the gas phase.

In this thesis, I will use the value of $\kappa_{d,850\mu m} = 1.4$ cm$^2$g$^{-1}$ recommended by Ossenkopf & Henning (1994) for densities of $10^5$ gcm$^{-3}$ and a $\beta$ of 1.3. This is within the uncertainty of the value predicted by Whitcomb et al. (1981), and can be reproduced in the laboratory with a mixture of crystalline and amorphous silicate (Agladze et al., 1994). The gas mass can then be calculated using the canonical gas to dust ratio of 100 (Hildebrand, 1983).
1.6.2 Virial Masses

To determine whether or not an object is gravitationally stable, its virial mass can be calculated. The virial theorem states that the sum of twice the internal kinetic energy $\mathcal{T}$, the gravitational potential energy $\mathcal{W}$, and the magnetic energy $\mathcal{M}$ is equal to zero for a cloud or fragment of cloud that is in equilibrium, i.e.:

$$2\mathcal{T} + \mathcal{W} + \mathcal{M} = 0. \quad (1.23)$$

If the sum of these terms is greater than zero, the cloud will expand. If is less that zero, it will contract.

The kinetic energy $\mathcal{T}$ is due to both thermal and the non-thermal components, and is generally determined from the linewidths of emission lines from molecular species:

$$\mathcal{T} = \frac{3}{2} M \sigma^2, \quad (1.24)$$

where $M$ is the mass of the core and $\sigma$ is the one-dimensional velocity dispersion:

$$\sigma = \frac{\Delta V_{\text{m}}}{\sqrt{8 \ln 2}} \quad (1.25)$$

and $\Delta V_{\text{m}}$ is the linewidth of a particle of mean mass $(2.33 m_H)$.

The velocity dispersion is generally measured using a tracer molecule of significantly larger mass than $2.33 m_H$. $\Delta V_{\text{m}}$ must therefore be converted from the measured linewidth $\Delta V_{\text{mol}}$ using (e.g. Caselli et al., 2002):

$$\Delta V_{\text{m}}^2 = \Delta V_{\text{mol}}^2 + 8 \ln 2 \frac{kT}{m_H} \left( \frac{1}{2.33} - \frac{1}{m_{\text{mol}}} \right), \quad (1.26)$$
where \( m_{\text{mol}} \) is the mass of the molecular tracer in atomic mass units, \( T \) is the temperature and \( k \) is the Boltzmann constant.

The gravitational potential energy for a uniform density sphere is given by:

\[
W = \frac{-3GM^2}{5R},
\]

(1.27)

where \( G \) is the gravitational constant and \( M \) and \( R \) are the measured mass and radius respectively of the cloud fragment being considered.

The magnetic energy is given by:

\[
\mathcal{M} = \frac{B^2V}{2\mu_0},
\]

(1.28)

where \( B \) is the magnetic field strength, \( V \) is the volume of the fragment and \( \mu_0 \) is the permeability of free space.

In order to determine the relative importance of these three terms for a typical prestellar core, the L183 core is considered. The data for this core are presented in Chapter 3. The velocity dispersion is measured using \( \text{N}_2\text{H}^+ \) emission (Caselli et al., 2002). The mass and dimensions of the core are determined from submillimetre maps (Kirk, 2002). The field strength is estimated using the Chandrasekhar-Fermi technique discussed above. The three terms for L183 are given in Table 1.2. This analysis indicates that the core is gravitationally bound, and that kinetic support against gravity is more important than the magnetic support, though the magnetic support is not insignificant. This is consistent with the result of Ward-Thompson et al. (2000) that both magnetic and turbulent pressure is important in the support of the core. This is discussed further in Section 3.1.
Table 1.2: The virial parameters for the prestellar core L183

<table>
<thead>
<tr>
<th>Virial parameters</th>
<th>( T )</th>
<th>(-4.6 \times 10^{35}) J</th>
</tr>
</thead>
<tbody>
<tr>
<td>( W )</td>
<td>1.8 \times 10^{35}) J</td>
<td></td>
</tr>
<tr>
<td>( M )</td>
<td>0.6 \times 10^{35}) J</td>
<td></td>
</tr>
<tr>
<td>( 2T + W + M )</td>
<td>-0.5 \times 10^{35}) J</td>
<td></td>
</tr>
</tbody>
</table>

1.7 The Initial Mass Function

The final mass of each star is determined by the conditions at the time of its formation. The distribution of stellar masses at birth is referred to as the initial mass function (IMF). As discussed at the beginning of this chapter, the stellar IMF has dramatic consequences for the evolution of the parent molecular cloud, the interstellar medium, and the evolution of the Galaxy. Therefore a knowledge of the IMF is important for an understanding of most aspects of Galactic astronomy. In addition, the mass to light ratio of distant galaxies depends on the IMF, and understanding its universality is therefore important for the study of cosmology.

In order to establish the form of the IMF, stellar masses must be determined. These cannot be measured directly, and must be inferred from a star's luminosity. To do this, the relation between stellar mass, age and luminosity must be well understood. This is known as the mass-luminosity relation, and also depends on the star's metallicity and its speed of rotation (e.g. Kroupa, 2002). This mass-luminosity relation must also account for unresolved binary companions. The inferred mass function (which is known as the present-day mass function – PDMF) must then be corrected for stars that have evolved off the main sequence.

The first estimate of the IMF was published by Salpeter (1955), who found that between 0.4 and 10 \( M_\odot \), the solar neighbourhood IMF \( \zeta(\log m) \) is a power-law
with the form \( \zeta(\log m) \propto m^{-1.35} \). Since that seminal research, the IMF has been measured for a variety of different environments, and the range of masses has been extended by an order of magnitude in each direction. However no-one has yet disproved Salpeter's original result.

The high mass side of the IMF has been shown to be consistent with the Salpeter slope up to the most massive stars \( (m \sim 120 \, M_\odot) \) — Massey, 1998). However, these surveys are by necessity, of more distant regions, and often do not account for the binary fraction. The true IMF may therefore be steeper than the measured value (Kroupa, 2001a). The scatter in the measurements of the IMF slope in this mass range is quite large with a 1\( \sigma \) error of \( \sim 0.7 \). This could indicate either an inherent variation in the IMF, or simply the level of accuracy of the observational techniques.

For lower mass stars, the mass function does not continue to rise with the same slope. Between \( \sim 0.08 \) and \( \sim 0.5 \, M_\odot \), the slope of the IMF is \( -0.3 \pm 0.5 \) (Kroupa, 2001b). These surveys are generally limited to nearby stars, and therefore the binary fraction is accounted for. At masses below \( \sim 0.08 \, M_\odot \), the IMF appears to turn over, with a slope of approximately 0.5 (Luhman & Rieke, 1999; Najita, Tiede, & Carr, 2000; Martín et al., 2000)

A great deal of effort has recently been put into determining whether or not the IMF is universal. There is some evidence that exotic regions have top-heavy IMFs, for example the starburst galaxy NGC 3603 has a mass function with a slope of \( -1.7 \) above \( 3 \, M_\odot \) (Eisenhauer et al., 1998). However, most of these exotic regions are difficult to observe. In more typical environments, there is no significant difference in the IMFs measured for the local neighbourhood, more distant open clusters, or very old globular clusters. There is an indication that the position of
the peak of the IMF may depend weakly on metallicity, but this is by no means proven (Chabrier, 2003).

The origin of the IMF is still very much an open question, although it is clearly determined at the star formation stage. It has been suggested that it originates in the manner in which a cloud fragments (e.g. Chabrier, 2003). Alternative suggestions are that the final mass of each star is determined by dynamical effects such as competitive accretion (e.g. Bonnell et al., 2001) or accretion being stopped by outflows from the young star (e.g. Shu, Adams, & Lizano, 1987; Velusamy & Langer, 1998). Another explanation is that the final mass depends simply on the reservoir of gas available to the accreting protostar (e.g. Bacmann et al., 2000).

Motte et al. (1998) measured the mass spectrum of prestellar cores in the ρ Ophiuchi molecular cloud, and found that the core mass spectrum resembled the stellar IMF. This indicates that the IMF is determined by the fragmentation of the cloud, and not by other effects such as competitive accretion or dynamical feedback. However, using smoothed particle hydrodynamics (SPH) simulations, Goodwin, Whitworth, & Ward-Thompson (2004) have shown that the IMF in the Taurus molecular cloud can be explained by convolving the core mass spectrum with the mass spectrum of stars that are formed in each core. The latter mass spectrum is dominated by effects such as competitive accretion and dynamical ejection. These two results are not necessarily incompatible, as it has already been shown in Section 1.2.3 that the two star-forming regions are very different.

In Chapter 5, I measure the core mass spectrum for prestellar cores in the Orion B molecular cloud, and compare the result to the IMF, and to previously measured core mass functions for that region.
1.8 Summary and Thesis Overview

In this chapter, I have discussed our current understanding of the star formation process. I have described the observed characteristics of prestellar cores and protostars, and discussed how these observations have increased our knowledge of star formation. I have given an overview of the competing theories that try to explain how and why stars form with the properties that we observe.

I have explained the different methods that can be employed to measure the interstellar magnetic field. The technique used in this thesis to measure the masses of prestellar cores and protostellar envelopes has been explained. Finally I have introduced the stellar initial mass function, and described the different possible underlying causes.

In Chapter 2, I describe the instrumentation and data reduction techniques used in the final three chapters. In Chapter 3, I discuss the polarimetry data of three prestellar cores, L1544, L43 and L183. I use the Chandrasekhar-Fermi technique to determine the magnetic field strength in these cores, and compare this with the predictions of different models.

I introduce large area submillimetre maps of three molecular clouds, Orion B, L1689 and RCrA in Chapter 4. I describe the data reduction methods used for each region. I also discuss the source extraction techniques that were used to determine the flux density of each source in the maps.

The submillimetre scan-maps are analysed in Chapter 5. A comparison with the literature data for each of the regions is conducted, and the nature of each source ascertained. The core mass function for the Orion B data is calculated.
and compared with the IMF and other submillimetre maps of the region. The clustering of the sources in Orion B is also investigated and compared to the way in which young stars are observed to be clustered.

The current star formation activity in the L1689 molecular cloud is compared to that in the neighbouring and more massive cloud L1688. The RCrA map is analysed and a new Class 0 protostar is identified.

The results of the thesis are summarised in Chapter 6, and the final conclusions are presented.
Chapter 2

Data Acquisition and Reduction

In this Chapter, I discuss the telescope and instrumentation used to obtain the data analysed in Chapters 3, 4 and 5. I also describe the standard data reduction routines, and introduce some new techniques for reducing noise in the data.

2.1 Instrumentation

The data described in this thesis are in the submillimetre wavelength range. At these wavelengths, the atmosphere is effectively opaque due to attenuation by water vapour. However, at very high, dry sites, atmospheric windows open at some frequencies and allow up to 80% transmission in good conditions. One such site is the summit of Mauna Kea, an extinct volcano in Hawaii. The atmospheric transmission as a function of wavelength for Mauna Kea is given in Figure 2.1 (Holland et al., 1999). This graph represents the transmission through a precipitable water vapour content of 1 mm, typical of good conditions at the site.
2.1.1 The James Clerk Maxwell Telescope

The summit of Mauna Kea is the location of the James Clerk Maxwell Telescope (JCMT), the world's largest telescope dedicated to submillimetre astronomy (Phillips, 2002). At an altitude of 4092 m, it is above 97% of the atmospheric water vapour. It operates in the wavelength range of 200 μm to 2 mm. The primary mirror has a diameter of 15 m, giving diffraction limited resolutions of ~7" and ~14" at the principal operating wavelengths of 450 and 850 μm. The JCMT is a Cassegrain/Nasmyth telescope on an Altitude-Azimuth mount with a rotating tertiary mirror to direct the beam to the different instruments. There are two types of instruments, heterodyne receivers for measuring spectral line emission from molecular species, and SCUBA (Submillimetre Common User Bolometer Array), a continuum camera primarily used for mapping the thermal emission from interstellar and circumstellar dust. Both types of instrument feature additional
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hardware for measuring the polarisation state of the incoming radiation. Each heterodyne receiver is optimised for a different atmospheric window, while SCUBA contains filters which allows use in all of the main windows. The JCMT is funded by the UK (55%), Canada (25%) and the Netherlands (20%), and is managed by the Joint Astronomy Centre (JAC) based in Hilo, Hawaii.

2.1.2 SCUBA

SCUBA is composed of two bolometer arrays, and is mounted on the left-hand Nasmyth focus (Holland et al., 1999). It can be used for photometry, deep imaging or wide-field mapping. The principal emitter of submillimetre radiation is cold dust (below 30 K), therefore the majority of objects studied with SCUBA are seen through their dust component. These include objects at different stages of the star-formation process, from prestellar cores (Ward-Thompson et al., 1994) and protostars (André et al., 1993) to the protoplanetary disks around young stars (Holland et al., 1998). Further afield in distant galaxies, starlight is processed by dust and re-emitted in the far-IR and submillimetre wavelength range (Eales et al., 1999). In some heavily obscured starburst galaxies, very little optical light escapes, and submillimetre surveys are currently the only way to detect them (Cowie, 2003). This wavelength range is therefore crucial for the study of galaxy formation and evolution (e.g. Webb et al., 2003). SCUBA is also changing the perceived view about the origins of dust from a stellar wind dominated picture, to one in which supernovae play an important role (Dunne et al., 2003).

A bolometer is the most sensitive type of broadband detector in the submillimetre wavelength range. It determines the energy input by measuring the increase in temperature caused by incoming photons (Holland, Duncan, & Griffin, 2002).
The basic design has an absorber of specific heat capacity $C$, in thermal contact with a fixed temperature heat sink. Incident energy ($E$) causes the temperature of the absorber to rise by:

$$\Delta T = \frac{E}{C}. \quad (2.1)$$

The temperature change causes the resistance and therefore the voltage across the device to change.

The bolometers are arranged in two hexagonal close-packed arrays, which are termed the long wave (LW) and short wave (SW) arrays. These arrays are illustrated in Figure 2.2 (Holland et al., 1999). The feedhorns of each array are designed such that the LW and SW arrays are optimised for use at 850 μm and 450 μm respectively. Both arrays have approximately the same field of view of diameter 2.3′ (the SW array is slightly smaller), and can be used simultaneously with the use of a dichroic beam splitter. There are also three bolometers that allow single pixel photometry at the longer wavelengths of 1.1, 1.3 and 2 mm.

Figure 2.2: The bolometer arrangement of SCUBA, showing the SW and LW arrays, and the 3 photometric pixels. The 2.3′ LW field of view is overlaid on both arrays (Holland et al., 1999).
Each bolometer is significantly smaller than the diffraction spot of the incoming radiation, therefore the bolometers are coupled to the incoming beam using conical feedhorns (Holland et al., 2002). For maximum efficiency, the feedhorns have a diameter of $2F\lambda$, where $\lambda$ is the wavelength of the incoming radiation, and $F$ is the focal ratio of the optics. This causes the image plane to be under-sampled by a factor of 16. 16 telescope pointings are therefore needed to create a fully sampled image. This is achieved by jiggling the telescope secondary mirror or rastering the array, both of which are explained in detail in Section 2.3.

### 2.1.3 Sensitivity

The sensitivity of a bolometer is given by its noise equivalent power (NEP), which is the power absorbed that produces a signal to noise ratio of unity (Holland et al., 2002). The NEP is limited by the photon noise from the sky, and the intrinsic properties of the bolometer. The intrinsic NEP is caused by Johnson noise (the random fluctuations in the bolometer) and phonon noise (the quantisation of the phonons that transport energy to the bolometer’s heat sink).

In order to maximise the sensitivity of the bolometers, the two intrinsic contributions are made as small as possible. Phonon noise is proportional to $T$, the temperature of the bolometer, and Johnson noise is proportional to $T^{\frac{1}{2}}$, so cooling the detectors to very low temperatures is crucial to achieve background limited sensitivity. To this end, the bolometers are cooled to 100 mK using a dilution refrigerator housed in a liquid helium dewar at a temperature of 4 K.

As a result of the large bandwidth employed by bolometer detectors, the sensitivity is degraded due to background power loading, which heats the bolometer.
This can be minimised by increasing the thermal conductance ($G$) between the absorber and the heat sink, which has the added effect of reducing the response time ($\tau_r = C/G$). However this has the effect of increasing $\text{NEP}_{\text{phonon}}$, so a compromise must be reached. The total NEP is therefore given by:

$$\text{NEP}^2_{\text{total}} = \text{NEP}^2_{\text{photon}} + \text{NEP}^2_{\text{johnson}} + \text{NEP}^2_{\text{phonon}} + \text{NEP}^2_{\text{loading}}.$$  \hspace{1cm} (2.2)

The actual sensitivity achieved when making astronomical observations is given by the NEFD (noise equivalent flux density), which is the flux density that produces a signal to noise of unity in one second of integration, and is given by:

$$\text{NEFD} = \frac{\text{NEP}}{\eta_c \eta_t A_e \Delta v e^{-\tau A}}$$ \hspace{1cm} (2.3)

where $\eta_c$ is the chopping efficiency, $\eta_t$ is the telescope efficiency, $A_e$ is the collecting area, $\Delta v$ is the bandwidth of the filter and $e^{-\tau A}$ is the atmospheric transmission at airmass $A$. Achieving this NEFD requires that the sky noise (caused by fluctuations in emission by the atmosphere — see Sections 2.2 and 2.4.6) be completely removed.

### 2.1.4 The SCUBA Polarimeter

In order to measure the polarisation state of the incoming radiation, the UK-Japan polarimeter is placed in the SCUBA beam. The design of the polarimeter is shown schematically in Figure 2.3, and is based on a rotating half-waveplate in front of a fixed analyser. The waveplate is composed of birefringent quartz of a thickness that retards the component of the radiation perpendicular to the waveplate axis by $180^\circ$ (Greaves et al., 2003). The net effect on the radiation passing through the waveplate is to mirror the polarisation direction about the waveplate axis. As a
result of this, as the waveplate rotates, the angle of polarisation seen by the analyser rotates at twice the rotation rate of the waveplate (Berry & Gledhill, 2001). The analyser is composed of 10 μm etched copper on a mylar substrate, which transmits one component of the radiation and reflects the other. The SCUBA bolometers therefore detect a signal modulated by a sine wave. The technique used to determine the polarisation state of the incoming radiation is described in Section 2.5.

![Diagram of the JCMT polarimeter](image)

Figure 2.3: Schematic of the JCMT polarimeter (Berry & Gledhill, 2001).

2.2 The Submillimetre Atmosphere

The observable wavelengths are determined by the atmospheric transmission windows at 850, 750, 600, 450 and 350 μm as illustrated in Figure 2.1. There is also a small window at 200 μm that opens under extremely good conditions (Walker...
et al., 2003). A rotating drum of bandpass filters designed to match these windows allows different wavelengths to be selected. As both the LW and SW arrays can be used simultaneously, the windows can be accessed in pairs, allowing observations at 850/450 µm or 750/350 µm. The frequency response of the filters normalised to the atmospheric transmission in each window is shown in Figure 2.4, overlaid on the atmospheric transmission profiles.

![Figure 2.4: The SCUBA filter profiles (solid lines) overlaid on the atmospheric transmission profile (dashed line). Each filter has been scaled arbitrarily to match the atmospheric window (Holland et al., 1999).](image)

As well as attenuating submillimetre radiation, the atmosphere emits thermal radiation at these wavelengths. This sky emission generally has an intensity that is many orders of magnitude greater than the astronomical radiation being studied, and has large spatial and temporal variations. The standard way to remove sky emission in infrared and submillimetre astronomy is to chop and nod the telescope (e.g. Glass, 1972; Papoular, 1983). Chopping is done by oscillating the secondary
mirror in a square wave pattern to place the array alternately on the source and a nearby area of blank sky. The sky emission can then be largely removed by subtracting the ‘sky’ beam from the ‘source’ beam, so long as the sky emission is correlated across both beams. For this to be successful, the distance between the two beams (the chop throw) should be as small as possible.

For photometry of point sources, a chop throw of 30 - 40'' is recommended, although when mapping sources larger than this, a larger chop throw is required. Increasing the chop throw to 2' can significantly reduce the effectiveness of chopping (Holland et al., 1999) and therefore degrade the signal to noise. Ideally, chopping should occur on a shorter time-scale than the temporal variations in the atmosphere, but in practice a compromise is made between this and engineering issues such as reliability. The standard chopping frequency is ~ 8 Hz, and can be made in any direction, although a chop in azimuth is preferable so that both beams see the same airmass.

The telescope is also nodded by moving the primary mirror such that the sky beam becomes the source beam, and the source beam sees a new area of sky, on the opposite side of the source. The reason for this is primarily to remove any asymmetries between the two beams and linear gradients in sky emission, as well as to compensate for differences in path length. The primary mirror is nodded at a rate of ~ 0.1 Hz.

This technique of chopping and nodding removes the majority of the sky noise, but some residual noise is generally still present due to differences in atmospheric emission in the two beams. This noise should be correlated across the arrays and can therefore be removed with post-observation data processing (see Section 2.4.6).
2.3 Observing Modes

2.3.1 Photometry

The standard observing mode for point sources is photometry mode. Photometry observations can be made using both arrays simultaneously or any of the three longer wavelength pixels individually. Chopping and nodding are employed to remove sky noise from the signal as described in the previous section. When using the arrays, the residual sky noise is removed by subtracting a sky signal calculated using the off-source bolometers.

2.3.2 Jiggle-mapping

Jiggle-mapping is generally used for mapping extended sources that are smaller than the field of view, though can also be used for surveying larger fields (Eales et al., 2000). The technique is called jiggle-mapping because the arrays are moved relative to the beam by jiggling the secondary mirror in order to fully sample the arrays.

The jiggle pattern used depends on the wavelengths being observed. If a single array is being used (generally the LW array), a 16 point jiggle pattern is required — shown in Figure 2.5(a). This gives Nyquist sampling of the array (~ 6" for the LW array and ~ 3" for the SW array). If both arrays are used, a 64 point jiggle pattern is needed to simultaneously sample the space between the LW bolometers and still achieve Nyquist sampling of the SW array — see Figure 2.5(b).

The arrays are sampled at a rate of 128 Hz, though data are only recorded
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Figure 2.5: (a) & (b). The jiggle patterns required to fully sample (a) a single array (16 point jiggle), or (b) both arrays (64 point jiggle) (Holland et al., 1999).

every one second. The variance of these 128 points is calculated and recorded as a measure of the quality of the observation. Each position in the jiggle pattern is given one second of integration, half of which is off-source as a result of the chopping. The telescope is then nodded and the pattern repeated with a new off-source position (see Section 2.2). The 16 and 64 point jiggle-maps therefore take 32 and 128 seconds respectively plus overheads to complete. A 64 point jiggle-map is split up into four exposures, each executed in the same way as a 16 point jiggle-map. The reason for this is that nodding after the complete 64 point jiggle pattern is too infrequent to effectively cancel the beam asymmetry.

The time taken to achieve a signal to noise ratio of $\sigma$ is given by:

$$t = 16 \left[ \frac{NEFD\sigma}{F} \right]^2, \quad (2.4)$$

where $F$ is the flux density of the source (Matthews, 2003). The factor of 16 is introduced because each pixel is only sampled for $1/16^{th}$ of the time due to the jiggle pattern. This equation holds for the 64-point jiggle-map because both the
sampling density and the time taken are higher by a factor of four.

### 2.3.3 Scan-mapping

The scan-mapping technique is used for mapping sources that are larger than the field of view of the instrument. The array is rastered across the sky, forming a strip, which is several arc-minutes long and the width of the array. The rectangular scan-map is completed by making additional strips. The length of one scan is limited to 20' by the data acquisition hardware, although the maximum size of the scan-map is approximately 10' x 10' as the scans are generally at an angle to the map. This is illustrated in Figure 2.6.

Nyquist sampling in the direction perpendicular to the scan direction is achieved for both arrays by scanning the array at an angle of 15.5° + N x 60° to the hexagonal array, where N = 0 → 5. Figure 2.7 illustrates how scanning at these angles allows the space between neighbouring bolometers to be sampled. Along the scan direction, the sampling is governed by the scanning rate. A rate of 24" s⁻¹ together with a data acquisition rate ~ 8 Hz yield a sample spacing of ~ 3", which fully samples both arrays. It is possible to increase the scanning rate and so make larger maps, although this causes the SW array to be under-sampled.

The time taken to obtain a signal to noise ratio of \( \sigma \) for a source of flux density \( F \) is given by:

\[
t = \frac{(x + L)W}{d^2 N} \left[ \frac{NEFD\sigma}{F} \right]^2
\]  

(2.5)

where \( L \) and \( W \) are the length and width of the scan-map, \( d \) is the sample spacing and \( N \) is the number of bolometers (Matthews, 2003). \( x \) is a small amount that is added to each scan length to allow for overlap with neighbouring scan-maps, and
is usually equal to the size of the array. The first term in Equation 2.5 gives the fraction of time that any one pixel is being observed for, which is the number of pixels in the map divided by the number of bolometers.

Two position chopping at a rate of \(~ 8\) Hz is employed to remove sky emission. The large angular size of the map and the limitation on the size of the chop throw, means that it is not possible to chop onto an area outside the map. A small chop throw (< 1’) is therefore used as this removes the sky contribution most efficiently.

The disadvantage of chopping onto a different area of the image, is that each source appears as positive and negative signal in the map. the positive signal is
seen when the 'source' beam passes over the source, while the negative signal is caused by the 'sky' beam passing over it. The positive and negative sources are separated by the chop throw. This is known as a dual-beam or differential map and is illustrated in Figure 2.8.

This method of observation is effectively convolving the astronomical signal with a dual beam function. In the limit of infinite telescope resolution, this function comprises a positive and negative $\delta$ function separated by $x_0$, the chop throw, — illustrated in 1D in Figure 2.9(a). Realistically the $\delta$ function is convolved with the telescope beam, which can be approximated to a Gaussian — see Figure 2.9(b).

Convolution theory states that the Fourier transform ($\mathcal{FT}$) of a convolution of two functions, is equal to the product of the $\mathcal{FT}$s of the two functions (see Appendix A). Therefore dividing the image by the dual beam function in Fourier space should deconvolve the dual beam function, and reconstruct the image.

In one dimension, the dual $\delta$ function $d(x)$, and its Fourier transform $D(k)$
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Differential Map

Figure 2.8: An example of a differential map.

are given by:

\[ d(x) = \delta(x + \frac{x_0}{2}) - \delta(x - \frac{x_0}{2}), \quad (2.6) \]

\[ D(k) = \int_{-\infty}^{\infty} \delta(x + \frac{x_0}{2})e^{-2\pi ikx} - \delta(x - \frac{x_0}{2})e^{-2\pi ikx} \, dx, \]

\[ = e^{2\pi ikx_0/2} - e^{-2\pi ikx_0/2}, \]

\[ = 2i \sin(\pi kx_0). \quad (2.7) \]

However, dividing the \( \mathcal{F} \) \( T \) of the image by this function will amplify the noise in the image on spatial frequencies of the inverse chop throw and its harmonics, i.e.:

\[ k = 0, \pm \frac{n}{x_0}, \quad (2.8) \]

where \( n \) is any integer.
Emerson, Klein, & Haslam (1979) proposed a method of reducing the magnitude of this effect, by sampling the data on specific spatial scales such that the amplitude of $D(k)$ is always $> 0.5 \times$ the maximum. This technique (known as the EKH method) was initially used for scan-maps, though it has several drawbacks. The technique involves chopping in the direction of the scan, which must be in azimuth to provide the optimal sky cancellation. Each scan must then be restored individually. It is necessary for every object in the scan to appear in both the positive and negative beams, or an error will be propagated along the scan. The scan must therefore extend completely off any extended sources. The requirement that the scan be made in azimuth, together with sky rotation means that a scan cannot be extended at a later time.

Emerson (1995) suggested an alternative technique of reconstructing multiple beam data. It involves making four maps, two of which are made chopping in one direction with two chop throws, and two in the orthogonal direction with the same two chop throws. Each map has its dual beam function deconvolved as described above. The maps are then combined in Fourier space, weighting each spatial frequency by $a^2$, where $a$ is the amplitude of $D(k)$.

Emerson showed that for simulated data, this method of observation provides
an improvement in the signal to noise ratio of a factor of 2.7, equivalent to a reduction in integration time by a factor of 7. This technique has several additional advantages over the EKH method. The chop directions are fixed in celestial coordinates, therefore the mapped region of sky can easily be extended or the map made deeper by adding more maps before the reconstruction.

Jenness, Lightfoot, & Holland (1998) used the method with SCUBA and found that the map made using the new 'Emerson II' method did have a significant improvement in the signal to noise ratio, compared to the EKH method. This is now the standard method for scan-mapping at the JCMT. Generally six maps are made, three of which are made whilst chopping in R.A. with chop throws of 20", 30" and 65", and three are made chopping in Dec. with the same chop throws. An alternative set of chop throws are 30", 44" and 68". These sets of chop throw are chosen because the harmonics of the inverse chop throws (i.e. the spatial frequencies for which $D(k) = 0$) do not coincide.

### 2.3.4 Polarimetry

Polarimetric data can be taken using each of the three observing modes, though only the jiggle-map and photometry polarimetry modes are currently fully commissioned. In each case, 16 standard observations are made, rotating the waveplate by 22.5° between each. This allows the polarisation parameters to be calculated as described in Section 2.5. Polarimetry observations are strongly dependent on the stability of the atmosphere over the time taken to complete the observation (see Section 2.5.5). Polarimetric jiggle-mapping is therefore generally carried out with a 16 point jiggle-map as opposed to the 64 position pattern, which takes four times longer to complete. Also, the instrumental polarisation has not been fully
characterised for the SW array, so the 64 point pattern is not required.

The time taken to achieve a signal to noise $\sigma$ in the percentage polarisation is similar to Equation 2.4, and is given by the following equation (Greaves et al., 2003):

$$t = \frac{4}{\eta} \times 16 \left[ \frac{NEFD\sigma}{pF} \right]^2,$$

where $\eta$ is the transmission of the waveplate and $p$ is the percentage polarisation. The additional factor of four is included because four waveplate positions are needed to completely characterise the polarisation as discussed in Section 2.5.1. Half the photons received by the telescope are reflected by the analyser, though the effect this has on the integration time is cancelled by the noise in the polarisation percentage being $1/\sqrt{2}$ that of a single intensity observation.

### 2.4 Data Reduction

The technique used for reducing the data made with using the different observing modes is very similar, and is carried out using the SCUBA Users Reduction Facility (SURF — Jenness & Lightfoot, 2000). Polarimetric jiggle-map data are reduced using the same method as for standard jiggle-maps, with the addition of the instrumental polarisation step 2.4.3. Additional steps after the reduction are required to extract the polarisation parameters, and are described in Section 2.5.3

Scan-map data are reduced in a similar manner. The method for removing correlated sky-noise differs (Section 2.4.6), and additional steps are required to remove baselines (Section 2.4.5), and to deconvolve the dual beam function whilst combining maps made with different chop configurations (Section 2.4.8).
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2.4.1 Reduce Switch and Flatfield

The SURF routine REDUCE.SWITCH is used to subtract the 'sky' beam from the 'source' beam, thereby eliminating the majority of the sky emission. For jiggle-maps, the 'sky' beams should not contain any astronomical flux, therefore after this subtraction, the data should be wholly positive, and contain only residual sky noise that can be removed later (see Section 2.4.6). In scan-map data however, each object gives rise to a positive and negative image, as the 'source' and 'sky' beams respectively are scanned across it. After this routine has been run, and for the majority of the reduction (up to the regrid stage — see Section 2.4.7) the data are in the form of a time-series for each bolometer. Flatfielding is carried out to correct for fixed differences between the different bolometers.

2.4.2 Atmospheric Extinction

Radiation is attenuated as it passes through the atmosphere according to Beer's law:

\[ I = I_0 e^{-\tau \sec z}, \quad (2.10) \]

where \( I \) is the measured intensity, \( I_0 \) is the intensity incident at the top of the atmosphere, \( \tau \) is the optical depth of the atmosphere, and \( z \) is the zenith angle. \( \tau \) can be determined by measuring \( I \) at a range of elevations and plotting \( \ln I \) against airmass (sec \( z \)) to yield a gradient of \(-\tau\). However, this requires making observations of an object over the course of several hours and also assumes a very stable atmosphere, a condition that is almost certainly not held.

Skydips estimate the zenith optical depth much more quickly by measuring the emission from the sky as a function of elevation. This emission can be characterised
by a brightness temperature \( J_{\text{meas}} \), which is the temperature of a blackbody that emits at the same intensity as that measured. \( J_{\text{meas}} \) is composed of two components, arising from the sky and the telescope itself, which are described by different temperatures, \( J_{\text{sky}} \) and \( J_{\text{tel}} \) respectively (Hazell, 1991):

\[
J_{\text{meas}} = (1 - \eta)J_{\text{tel}} + \eta J_{\text{atm}}(1 - e^{-\tau A}),
\]

(2.11)

where \( \eta \) is the efficiency of the telescope and \( A \) is the airmass. This picture is complicated by \( \tau \) not being constant across the filter's passband and requires the addition of a 'bandwidth factor' \((b)\), where \( 1 - b \) is the fraction of the filter bandwidth that is opaque due to atmospheric absorption. Hence Equation 2.11 becomes:

\[
J_{\text{meas}} = (1 - \eta)J_{\text{tel}} + \eta J_{\text{atm}}(1 - be^{-\tau A}).
\]

(2.12)

Fitting the data to Equation 2.12 allows \( \tau \) to be calculated. The advantage of a skydip is that the optical depth is measured at the same azimuth and wavelength as the observations. However, the overheads involved preclude carrying out a skydip more than every one to two hours.

The nearby Caltech Submillimeter Observatory (CSO) has a tipping radiometer that takes a skydip every ten minutes. It operates at 225 GHz (1.25 mm) and measures the optical depth at a fixed azimuth. The records of \( \tau \) measured at 850 and 450 \( \mu \)m and 225 GHz over a number of years have allowed the formulation of empirical relations between \( \tau_{225} \), \( \tau_{850} \) and \( \tau_{450} \) (Archibald et al., 2002). These relations are presented in Table 2.1. The two filter sets correspond to the original filters (450N:850N), and the wider bandwidth filters (450W:850W) installed in December 1999.
Table 2.1: The empirical relations between $\tau_{225}$, $\tau_{850}$ and $\tau_{450}$, for both narrow and wide bandwidth filters (Archibald et al., 2002).

<table>
<thead>
<tr>
<th>Filters</th>
<th>$\tau_Y$</th>
<th>$\tau_X$</th>
<th>a</th>
<th>b</th>
</tr>
</thead>
<tbody>
<tr>
<td>450N:850N</td>
<td>$\tau_{850}$</td>
<td>$\tau_{225}$</td>
<td>3.99 ± 0.02</td>
<td>0.004 ± 0.001</td>
</tr>
<tr>
<td></td>
<td>$\tau_{450}$</td>
<td>$\tau_{225}$</td>
<td>23.5 ± 0.2</td>
<td>0.012 ± 0.001</td>
</tr>
<tr>
<td></td>
<td>$\tau_{450}$</td>
<td>$\tau_{850}$</td>
<td>5.92 ± 0.04</td>
<td>0.032 ± 0.002</td>
</tr>
<tr>
<td>450W:850W</td>
<td>$\tau_{850}$</td>
<td>$\tau_{225}$</td>
<td>4.02 ± 0.03</td>
<td>0.001 ± 0.001</td>
</tr>
<tr>
<td></td>
<td>$\tau_{450}$</td>
<td>$\tau_{225}$</td>
<td>26.2 ± 0.3</td>
<td>0.014 ± 0.001</td>
</tr>
<tr>
<td></td>
<td>$\tau_{450}$</td>
<td>$\tau_{850}$</td>
<td>6.52 ± 0.08</td>
<td>0.049 ± 0.004</td>
</tr>
</tbody>
</table>

The scatter in individual measurements taken with the CSO radiometer is high, though a polynomial fit to the data gives the longer time-scale trends that have been shown to agree with optical depths determined using the JCMT skydips. The CSO $\tau$ data can therefore be used to track changes in the optical depth that are missed by the more infrequent JCMT skydips.

A recent addition to the range of techniques used to track the atmospheric opacity, is the JCMT radiometer. The emission from an atmospheric water line of wavelength 1.6 mm is measured, and the water vapour content is estimated by modelling the line shape. The radiometer is installed in the receiver cabin and takes data from the main beam, therefore the optical depth is estimated along the line of sight. Data are collected every 6 seconds, allowing the stability of the atmosphere to be monitored on a much shorter time-scale than is possible with skydips or the CSO radiometer.

When the atmospheric opacity is known, the SURF routine EXTINCTION is used to apply a correction factor to the data, so that it represents the flux density received above the atmosphere.
2.4.3 Instrumental Polarisation

The polarisation measured by SCUBA is affected by an instrumental polarisation IP, which arises from the optics and the Gore-Tex membrane that protects the antenna (Greaves, 1999). The IP has been measured for each of the LW array bolometers by observing the emission from planets that is assumed to be unpolarised at these wavelengths. Initially, Saturn was used, though observations of Uranus and Mars have produced consistent results (Greaves, 2000). The IP is elevation dependent, with both the IP angle and percentage scaling linearly with elevation.

To remove the effects of the IP, an intensity is subtracted from that recorded by each bolometer. The intensity to be subtracted is calculated from a knowledge of the IP for that bolometer, the elevation of the source, and the waveplate angle.

2.4.4 Removal of Spikes and Noisy Bolometers

Some bolometers in the array are considerably more noisy than others. It is generally recommended that the entire time-series from these bolometers is removed, even though their contribution to the final map is given a low weight due to the high standard deviation of the data. This process can be labourious because frequently, when viewing the data, only one bolometer is obviously ‘bad’, even though there may be three or four bolometers that need removing. This is a result of the dynamic range of the image being dominated by the noisiest bolometer. Selecting and removing the noisy bolometers can be automated to some degree, for example by calculating the standard deviation of the data recorded by each bolometer. However the results should be checked manually as bright sources in the data will
also increase the apparent standard deviation.

As well as removing all data taken with the noisy bolometers, there are numerous spikes that must be removed. Spikes that occur on a fast time scale compared with the 128 Hz data acquisition rate, are removed by the SCUBA transputers before the data are recorded. Spikes that last longer are not detected in this manner, and must be removed in the data reduction. There are a number of routines provided for despiking (Jenness & Lightfoot, 2000). In all cases, the level of clipping \((N)\) can be specified by the user.

The SURF routines SIGCLIP and SCUCLIP clip any data further from the mean than \(N\) sigma. In the case of sigclip, the statistics are calculated from the entire observation, therefore the data will tend to be clipped from the inherently noisier bolometers. Scuclip however calculates statistics for each bolometer in turn. In both cases, each time a spike is removed, the statistics are recalculated and the process iterated. For data with only weak sources, scuclip can be used quite effectively. However, bright sources such as planets can be falsely identified as spikes and removed. When reducing jiggle-map data, the bright sources can be temporarily blanked while performing the clip, but the nature of scan-map observations does not allow this.

The DESPIKE routine regrids the data on to a rectangular grid representing the true sky positions of each data point. The data are partitioned into cells, and despiked by clipping any data points that are more than \(N\) sigma from the mean in that cell. This routine is more reliable near bright sources, as the source itself is less likely to be clipped.

The DESPIKE2 routine is used for scan-map data and compares each point
to the previous and subsequent data-points along the scan. The data are flagged
if this difference is greater than $N$ sigma from the mean difference. In order to
confirm the detection of a spike, the data are smoothed along the scan direction
and the process repeated for the flagged data. A spike will behave differently from
a real source, as the increase in signal is localised to a single data point.

2.4.5 Baseline Removal

This stage is only required from reducing scan-map data. This is because scan-
map observations involve 2-position chopping, in which one beam is always ‘on’
and the other is always ‘off’. This is different from the photometry and jiggle-map
observations, where the ‘on’ and ‘off’ beams are switched around by the nod. If
there is a net difference in the sky emission between the two beams, there will be
a DC offset in the signal, which must be removed.

With the EKH method of scanning, this offset is not a problem, as the telescope
is usually chopped in azimuth, which causes the least differential emission. Also the
telescope is chopped along the scan, so all sources in the scan should be detected
in both the positive and negative beams. The average signal along the scan should
therefore be zero, and any difference from this is corrected automatically.

When using the Emerson II technique however, chopping is carried out in
celestial coordinates. This causes the two beams to see a different airmass, therefore
there is likely to be some degree of differential emission. In addition, each individual
scan need not have a mean of zero, because a bright source may only appear in one
of the two beams. Therefore the scan cannot necessarily have its mean subtracted
to account for the offset.
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Figure 2.10 shows the first 500 measurements taken with the LW bolometers 1–20, both before and after the baseline removal (Figures 2.10(a) and 2.10(b) respectively). The removed baseline is shown in Figure 2.10(c). The grey scale indicates the voltage recorded by the bolometer for each measurement. The ends of each scan are shown as white horizontal lines. It is clear that the DC offset between the different bolometers has been largely eliminated by the operation.

Figure 2.10: (a), (b) and (c). The first 500 measurements of a scan-map (approximately one quarter of the map) for the LW bolometers 1–20. (a) shows the data before a baseline is removed. (b) shows the data after the baseline has been removed using the MEDIAN method. (c) shows the calculated baselines. The white horizontal lines indicate the ends of each scan.
Baselines are removed using the SURF command SCAN.RLB, which can use a number of different methods. The MEAN and MEDIAN methods simply subtract the mean or median value of each scan, from that scan. These are illustrated in Figures 2.11(a) and 2.11(b) respectively, which shows the first 500 measurements taken by a single bolometer. The blue vertical lines indicate the edges of each scan, and the red horizontal lines show the calculated baseline. As is clear from Figure 2.11, the MEAN and MEDIAN methods are very similar, although MEDIAN is recommended as it is less affected by spikes in the data.

The LINEAR method can be used to remove sloping baselines. This is done by calculating the median value of a small section of data at the end of each scan, and interpolating between these values. An example is shown in Figure 2.11(c). This method only works if the source is small enough for the ends of each scan to be completely off the source.

The SECTION method calculates the median value of a specified section of the data. This value is then subtracted from the entire time-series as illustrated in Figure 2.11(d). One recommended method is to calculate the median value of all data taken with that bolometer (specified using SECTION = {}) (Jenness, 2000). The greater number of measurements used by this method to calculate the average, means that the positive and negative astronomical signals are more likely to cancel, leaving just the atmospheric effects. Figure 2.10(c) shows that the DC offset for a given bolometer does not appreciably change over the duration of the scan-map. If this were not the case, the SECTION method would not correctly remove the offset.

A great deal of care is needed when removing the baselines, as artefacts can be produced if an inappropriate method is used. This is discussed in detail in Sections 4.2.2 and 4.3.2. If none of the standard methods produces satisfactory
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Figure 2.11: (a) – (d). The first 500 measurements taken with a single bolometer. The baselines calculated using the (a) MEAN, (b) MEDIAN, (c) LINEAR, and (d) SECTION methods are shown as red horizontal lines. The ends of each scan are shown with blue vertical lines. In (c), the measurements used to calculate the beginning and end of each linear baseline are shaded red and blue respectively.

results, the SECTION method can be used to calculate baselines based on specific ranges within the data. This can be used to optimise the baseline calculation for each scan-map, by including a large number of measurements whilst avoiding any areas with significant amounts of astronomical signal. This is however a time consuming task, as the measurement numbers at the ends of each section of scan must be determined manually. An example of scans used for this technique is given in Figure 2.12. I have named this the SUB-MEDIAN method.
2.4.6 Removal of Correlated Sky Noise

As mentioned above, chopping and nodding do not completely remove the effect of the atmospheric emission on the data, because the two beams have slightly different paths through the atmosphere. However the variation in emission is correlated across the array because all bolometers sample the same atmospheric paths (three, as a result of chopping and nodding). This variation is usually referred to as correlated sky noise.

If some bolometers are off-source and therefore only sampling the variable emission from the atmosphere, the variation can be characterised and removed from all of the bolometers, thereby eliminating the correlated sky noise. This is demonstrated in Figure 2.13, which compares the signal in the central LW pixel (top panel), with the median signal from the outer ring of pixels, termed ‘LW sky’ (panel 2). The two traces are obviously correlated, and the difference between the two (panel 3) clearly shows that the noise is substantially reduced. The fourth
Figure 2.13: Traces showing the correlation between the central LW bolometer (top panel), the LW outer ring (second panel) and the SW outer ring (bottom panel). The third panel shows the difference between the top two (Holland et al., 1999). Each panel is offset by an arbitrary amount for comparison.

panel shows the median signal from the outer ring of the SW array, demonstrating that the sky emission is also correlated between the two wavelengths.

When data are taken in scan-map mode, the rastering field of view means that no bolometers are off-source for the whole map. Each bolometer therefore sees a time varying signal as a result of the array scanning across the source, as well as the fluctuations in sky emission. It is therefore not so easy to remove the correlated sky noise.

The key to removing this degeneracy lies in the multiple observations made at each position. As was shown in Figure 2.6, each scan is offset from the previous
scan by approximately half the array footprint. Therefore in any one map, with the exception of the map edges, each position is scanned twice. In addition to this, the map area is covered six times with different chop configurations. Each position is therefore sampled at least twelve times. If multiple or overlapping scan-maps are made, this coverage increases further. The sky emission being correlated across the array provides more information regarding which signals are astronomical in origin.

The correlated sky noise is removed using the SURF routine CALCSKY. This bins all of the available data into quarter beam-width bins, and a model of the source is calculated using the median value in each bin. The accuracy of the model increases substantially when more data are included in the calculation. The model is then subtracted from each observation. The correlated sky noise is determined by calculating the mean value of all of the bolometers from each measurement in the time-series. This value is then subtracted from the original data.

Figure 2.14 demonstrates the effectiveness of the strategy, by showing a scan-map of L1689B, before and after the skynoise removal. This example shows the data from a single scan-map, though the source model was made using the data from three overlapping scan-maps. Each point in the model is therefore made up of up to 36 measurements.

2.4.7 Regridding and Mosaicing

The REBIN routine is used to transform the data from the form of a time-series for each bolometer, to a rectangular grid. The grid size and pixel-scale are user definable, and the grid can be in one of numerous coordinate systems, including
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Figure 2.14: (a) – (d). A scan-map of L1689B (a & b) before, and (c & d) after the skynoise is removed using CALCSKY. (a) and (c) show the data as bolometer signal along the x axis and measurement number on the y axis. Correlated sky noise affects all bolometers simultaneously and is therefore manifested as horizontal signals that can be clearly seen in (a). (b) shows the effect of the sky-noise on the map. The noise is mostly on large spatial scales, where the map is the least sensitive. (c) and (d) demonstrate the improvement in both the time-series and the map.

RA/Dec., Nasmyth, Alt-Az, and a coordinate frame centred on a planet. Various weighting functions can be used to combine multiple measurements made at the same position, including Gaussian and linear (conical) functions. Alternatively the data can be combined with a simple median, though this is only recommended if
there are many data-points in each pixel (Sandell, Jessop, & Jenness, 2001).

The Fourier deconvolution introduces edge effects to the reconstructed scan-map. These are caused by the edge of the map being covered by only one of the two beams. If two partially overlapping scan-maps are coadded, the boundaries between the two maps are evident. The REBIN routine can be used to co-add data with the same chop configuration. When the dual beam is deconvolved from the coadded data, these artefacts are not present (Pierce-Price, 2001).

The total power in the reconstructed map is an unmeasured quantity. This is because each source appears in both the positive and negative beams, therefore the mean value in each dual beam map is zero. The mean value is not changed by the Fourier deconvolution, so the areas of low flux density in the map will be negative after the deconvolution.

The mean value of the off-source region of each map is therefore taken to be zero point of that map, and each flux density must be made relative to this background level. Each scan-map will have a different background level, because the level depends on the amount of flux in the map. This level cannot be easily corrected before the deconvolution, because a DC offset translates to a slope in the map after deconvolution. Therefore the background level must be measured for each region of the final map, and the flux density measurements made relative to this.

2.4.8 Deconvolving the Differential Beam

The last stage of the scan-map reduction is to remove the differential nature of the data. The standard method of doing this is to use the Emerson II method
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discussed in Section 2.3.3. This is implemented using the Surf routine REMDBM.

There are a number of other methods which have been suggested, the most promising of which is an iterative technique called Matrix Inversion (Johnstone et al., 2000a). Each scan-map can the thought of as an vector $D$ containing $I$ measurements, each measurement being the difference between two points on the sky. The desired outcome of the reconstruction is a rectangular grid $S$ containing $N$ pixels, which represents the image of the sky. The two vectors are related by the matrix $C$, which has dimensions $I \times N$, and contains the position on the rectangular grid, of the two beams that comprise each difference measurement.

$$D = CS$$ (2.13)

The matrix $C$ is too large to be inverted easily, and Johnstone et al. (2000a) use an iterative method based on a technique proposed by Wright, Hinshaw, & Bennett (1996).

This method starts with an initial estimation of $S$, which is simply a blank field. An improved estimation is then made by calculating the difference in the values of $D$ that are separated by the chop throw. This difference is then averaged with the previous estimate of $S$. The process is iterated until the solution converges. In the absence of noise, this produces the exact result with relatively few iterations. A simple example of this is given in Appendix B.

Johnstone et al. (2000a) compare this method to the Fourier deconvolution method, and also a maximum entropy technique. They show that both the matrix inversion and the Fourier deconvolution methods produce acceptable results, both for synthesised images and real data. The authors find that their matrix inversion
method is less susceptible to edge effects than the Fourier deconvolution method, and copes better with maps containing variable noise levels. However, the software is not yet publicly available.

Johnstone et al. (2000a) found that the maximum entropy technique they used, fails to properly reconstruct a synthesised image with no added noise. The authors argue that maximum entropy methods are not useful techniques for reconstructing dual beam data, as the technique generally requires the total flux in the map to be known. This is an unmeasured quantity in dual beam data.

2.4.9 Calibration

As discussed in Section 2.1.2, bolometers measure incident radiation by a change in voltage caused by heating of the bolometer. The measurements must therefore be calibrated by observing objects of known brightness. The exception to this is polarimetry mapping, which does not need to be calibrated because only relative changes in intensity are required to determine the degree and angle of linear polarisation.

The primary calibrator sources used by the JCMT are the planets Uranus and Mars. Planets are ideal used because their brightness is well understood. Jupiter and Saturn are not used because of their large angular size, and Neptune is currently in the same portion of the sky as Uranus, is less bright, and only has a slightly smaller angular size.

If these are not available, secondary calibrators are used. These are either protostellar sources (e.g. IRAS 16293-2422 and NGC 2071IR) or protoplanetary nebulae (e.g. IRC+10216 and CRL618). However, some of these are variable, and
some are surrounded by faint extended emission (Sandell, 1994). The calibrator sources have been calibrated using Mars and Uranus, and the variable sources have well understood light curves, resulting from a large number of observations (Jenness et al., 2002).

Calibrating is carried out at least twice per shift, allowing linear interpolation between the two calibrations over the night. More observations throughout the night would be preferable, but the advantages must be weighed against the increased overhead cost.

The JCMT uses a segmented primary mirror. The individual segments can be adjusted to optimise the shape of the mirror. However, there are always small deviations in the shape from a perfect parabola. These are manifested as a time varying error beam, which can be approximated to a broad Gaussian that is convolved with the main beam.

There are two different ways to calibrate maps, either in Jy/beam or Jy/aperture. For point sources it is recommended that the calibration be done in Jy/aperture (Sandell et al., 2001). To do this, the voltage in equally sized apertures is measured on both the source and the calibrator. The flux density of the source \( S_{\text{source}} \) is given by:

\[
S_{\text{source}} = V_{\text{source}} \frac{S_{\text{tot}}}{V_{\text{cal}}}
\]  

(2.14)

where \( V_{\text{source}} \) and \( V_{\text{cal}} \) are the integrated voltages within the source and calibrator apertures respectively, and \( S_{\text{tot}} \) is the total flux density of the calibrator.

For the primary calibrators, \( S_{\text{tot}} \) is obtained using the FLUXES program, which calculates the planetary position, and hence the flux density received. Each planet was calibrated relative to Mars, which has the best understood emission at sub-
millimetre wavelengths.

The flux density received from the secondary calibrators has been determined using a large number of observations (Jenness et al., 2002) made over a number of years. The values of the peak and integrated flux within a 40\" aperture are given Sandell (2002). The fraction $\frac{S_{\text{cal}}}{V_{\text{cal}}}$ is known as the flux conversion factor (FCF), and is different for different sized apertures. When this method of calibration is used, there is no need to worry about the error beam, because the same fraction of radiation is scattered from the primary beam to the error beam for equal sized apertures.

If calibrating this way, the angular size of the calibrator source must be small compared with the aperture. If the Earth-Mars distance is small, Mars is extended in the JCMT beam, and is therefore unsuitable for this type of calibration unless a large aperture is used. Some of the secondary calibrators are also extended relative to the beam (Sandell et al., 2001).

For studying extended objects, the recommended method is to calibrate in Jy/beam (Sandell et al., 2001). To do this, the flux density received from the calibrator is required, and the fraction of this that couples with the telescope beam. The total flux density for the primary calibrators is provided by the FLUXES program, which also calculates the angular diameter of the planet ($D$).

The coupling of the flux with the beam is given by:

$$S_{\text{beam}} = \frac{S_{\text{tot}}}{K},$$  

(2.15)
where the coupling constant $K$ is given by:

$$K = \frac{x^2}{1 - e^{-x^2}},$$

and $x$ is:

$$\frac{D}{1.2\theta_A}.$$  \hspace{1cm} (2.17)

$\theta_A$ is the FWHM of the primary beam, and can be measured from the map of the calibrator, or from a weighted average of a number of pointing sources. If a primary calibrator is used, its angular size must be deconvolved from the measured FWHM ($\theta_m$):

$$\theta_A = \left(\theta_m^2 - \frac{\ln 2}{2} D^2\right)^{0.5}. $$ \hspace{1cm} (2.18)

The FCF can then be calculated using:

$$\text{FCF} = \frac{S_{\text{beam}}}{V_{\text{peak}}},$$

where $V_{\text{peak}}$ is the peak voltage in the calibrator map. Multiplying the source map by the FCF will calibrate the map in Jy/beam.

For calibrator sources, $S_{\text{beam}}$ is quoted directly (Sandell, 2002), therefore the FCF can be calculated simply by dividing this value by the peak flux density from the secondary calibrator map.

When measuring the flux density in an aperture from a map calibrated in Jy/beam, the measured value must be divided by the beam integral for a Gaussian, which is equal to $1.134\theta_A^2$. In addition, a correction must be made for the flux lost to the error beam. This correction can be calculated by multiplying the calibrator map by the FCF, and measuring the flux density in an aperture placed over the
Table 2.2: The error beam correction factor (EBCF) calculated using a number of different sized apertures. The total flux density for Uranus at the time of this observation is 62.9 Jy.

<table>
<thead>
<tr>
<th>Aperture radius</th>
<th>15''</th>
<th>30''</th>
<th>45''</th>
<th>60''</th>
<th>75''</th>
</tr>
</thead>
<tbody>
<tr>
<td>Measured flux density (Jy)</td>
<td>64.9</td>
<td>73.6</td>
<td>78.0</td>
<td>79.8</td>
<td>80.9</td>
</tr>
<tr>
<td>EBCF</td>
<td>1.03</td>
<td>1.17</td>
<td>1.24</td>
<td>1.27</td>
<td>1.29</td>
</tr>
</tbody>
</table>

calibrator. A larger aperture will increase the measured flux density. Table 2.2 gives an example of the error beam correction factor (EBCF) for a number of different sized apertures placed over a map of Uranus.

The flux density of the source measured using an aperture, must therefore be divided by the EBCF for that aperture.

2.5 Polarimetry

2.5.1 Theory

We can describe electromagnetic radiation (travelling along the z axis) as a superposition of two orthogonal waves whose electric field vectors are described as:

\[
E_x(z, t) = E_{0,x} \cos(kz + wt),
\]

\[
E_y(z, t) = E_{0,y} \cos(kz + wt + \zeta),
\]

where \( \zeta \) describes the phase difference between the two waves (Hecht, 1998). If the radiation is polarised, the amplitudes of the two waves \( E_{0,x} \) and \( E_{0,y} \) and the phase difference are constant for a period that is long compared to the wave
oscillation period.

If $\zeta$ is equal to zero or $\pi$, the resultant wave oscillates in a fixed plane and the radiation is said to be linearly polarised. The amplitude of the resultant wave ($E_0$) and the angle of this plane relative to the $x-z$ plane are functions of the ratio of $E_{0,x}$ and $E_{0,y}$. If $\zeta$ is not equal to zero or $\pi$, the resultant wave oscillates in a plane that rotates around the $z$ axis, and the radiation is elliptically polarised. The submillimetre emission we are concerned with here is linearly polarised and it is this form of polarisation that is discussed below.

We can measure the polarisation properties of radiation by observing through a polarising analyser, which only transmits radiation vibrating parallel to its principal plane (Serkowski, 1974). If polarised light passes through an analyser such that the angle between the electric field of the radiation and the principal plane of the analyser is $\theta$, the amplitude of the transmitted wave is:

$$E(\theta) = E_0 \cos \theta, \quad (2.22)$$

and the intensity ($S$) observed is:

$$S(\theta) = E_0^2 \cos^2 \theta. \quad (2.23)$$

In general, astronomical radiation is not 100% polarised, but consists of a polarised component ($I_p$) and an unpolarised component ($I_u$), the total intensity being the sum of the two. To characterise the polarisation state of the measured light, observations must be made with different values of $\theta$. As $\theta$ is changed by rotating the analyser, the unpolarised component remains constant, and the polarised component varies sinusoidally. This is shown graphically in Figure 2.15.
Figure 2.15: The relation between the transmitted intensity and the angle between the principal plane of the analyser and the electric vector of the radiation.

Two observations, sampling orthogonal components of linearly polarised radiation, will measure (Berry & Gledhill, 2001):

\[ S_{0}(\theta) = I_p \cos^2 \theta + \frac{I_u}{2}, \]  
\[ S_{90}(\theta) = I_p \cos^2(90 - \theta) + \frac{I_u}{2}, \]  
\[ = I_p \sin^2 \theta + \frac{I_u}{2}, \]  
\[ (2.24) \]

and the Stokes \( Q \) parameter is defined as the difference between these two quantities:

\[ Q = S_0 - S_{90} = I_p \cos 2\theta. \]  
\[ (2.26) \]

Measuring the intensity of two additional orthogonal components separated from the previous two by 45° gives us the Stokes \( U \) parameter in a similar manner:

\[ S_{45}(\theta) = I_p \cos^2(\theta + 45) + \frac{I_u}{2}, \]  
\[ S_{135}(\theta) = I_p \cos^2(90 - \theta + 45) + \frac{I_u}{2}, \]  
\[ = I_p \sin^2(\theta + 45) + \frac{I_u}{2}, \]  
\[ (2.27) \]
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\[ U = I_{45} - I_{135} = I_p \sin 2\theta. \]  

The third Stokes parameter \( I \), is the total intensity and is found using:

\[ I = S_0 + S_{90} = I_p + I_u. \]  

From the three Stokes parameters, the polarised intensity \( I_p \), the percentage polarisation \( P \) and the orientation of the plane of polarisation \( \theta \) can be calculated using the following:

\[ I_p = \sqrt{Q^2 + U^2}, \]  
\[ P = \left( \frac{I_p}{I} \right) \times 100\%, \]  
\[ \theta = 0.5 \arctan \left( \frac{U}{Q} \right). \]

2.5.2 **Astronomical Polarimetry**

For the purposes of astronomical polarimetry, we want to measure the position angle of the polarised light relative to a fixed direction on the plane of the sky, so we define \( Q \) and \( U \) such that \( S_0 \) is measured in a plane that is parallel with the direction to the north celestial pole. The intensity transmitted through an analyser is:

\[ S(\phi_A) = I_p \cos^2(\theta - \phi_A) + \frac{I_u}{2}, \]

where \( \phi_A \) is the analyser angle, measured from the analyser's principal axis to the north celestial pole, and \( \theta \) is the angle from the electric vector to the north celestial pole. Expanding the \( \cos^2 \) term and combining with Equations 2.26 and
2.29, Equation 2.34 becomes:

\[
S(\phi_A) = \frac{1}{2} [I + Q \cos 2\phi_A + U \sin 2\phi_A].
\] (2.35)

If \( S \) is measured as a function of \( \phi_A \), the Stokes parameters can be fitted, allowing the determination of \( I_p \) and \( \theta \).

\( \phi_A \) is calculated from the waveplate angle \( \phi_{WP} \), which is measured relative to an arbitrary zero position. The angle between this zero position and the north celestial pole is therefore needed. This angle changes with time due to the rotation of the sky, and is a function of the elevation of the source and the parallactic angle.

### 2.5.3 Calculating the Stokes Parameters

Once the data have been reduced and regridded, we can calculate the Stokes parameters discussed in Section 2.5.1. There are two methods for doing this, the main difference being the point at which the data from multiple observations are added together. The data are in the form of a series of maps, with each observation comprising 16 jiggle-maps, each map differing from the previous by a rotation of the waveplate of 22.5°.

When using method 1, all observations are regridded into a single data cube containing \( N \) jiggle-maps, where \( N \) is equal to the number of observations multiplied by 16. The analyser angle \( (\phi_A) \) is calculated for each map, and the Stokes parameters are calculated for each position in the map by fitting a modified version of Equation 2.35 to the time-series of data (Serkowski, 1974; Sparks & Axon, 1999):

\[
S(\phi_A) = \frac{t}{2} [I + \epsilon (Q \cos 2\phi_A + U \sin 2\phi_A)],
\] (2.36)
where $t$ and $\epsilon$ are the transmission and efficiency respectively of the polarimeter and are measures of the quality of the polariser, such that a perfectly good polariser will have $t = 1$ and $\epsilon = 1$, and a perfectly bad polariser (e.g. a piece of glass) will have $t = 2$ and $\epsilon = 0$ (Sparks & Axon, 1999).

The fit is performed at each position by minimising $\chi^2$ over the entire dataset:

$$\chi^2 = \frac{1}{2} \sum_i^N \left[ \frac{(S_i(\phi_A) - S'_i(\phi_A))^2}{\sigma_i^2} \right], \quad (2.37)$$

where $S_i(\phi_A)$ is calculated from Equation 2.36 using the current best estimates of the Stokes parameters. $S'_i(\phi_A)$ is the data for the $i$'th map and $\sigma_i$ is the variance associated with $S'_i(\phi_A)$. The variance is based on the dispersion of the 128 values measured in a 1 second integration (see Section 2.3.2). The Stokes parameters are calculated at each position and variances are recorded based on the quality of the fit.

Method 2 differs from the previous in that the Stokes parameters are calculated for each observation separately. Each observation consists of 16 waveplate positions, within which is a four-fold degeneracy. This degeneracy is caused by the analyser angle rotating at twice the rate of the waveplate angle, therefore a 360° rotation of the waveplate rotates the analyser angle by 720°. Also polarisation vectors are not true vectors, but have a 180° degeneracy.

Equivalent data from each observation are stacked into a single file, resulting in four stacks for each observation. The variance for each position in the stacked image is the standard error of the four values. In the same way as the previous method, the Stokes parameters at each position are calculated by fitting Equation 2.36 to the four data points, with the uncertainty in each Stokes parameter calculated
from the input variances, rather than the fit. This is repeated for each observation. Each set of $I$, $Q$ and $U$ maps (one per observation) is coadded to produce the final data cube.

This technique is recommended over the former one as the noise in the $I$, $Q$ and $U$ maps does not integrate down correctly with Method 1 when multiple observations are made (Greaves et al., 2003).

### 2.5.4 Polarisation Parameters

From the coadded maps of $Q$, $U$ and $I$, the parameters $P$, $I_p$ and $\theta$ can be calculated. The relations between these are given in Section 2.5.1, though in practice, a more rigorous method is used.

The percentage polarisation is calculated using:

$$P = \left( q^2 + u^2 - \Delta \right)^{1/2} \times 100\%$$, \hspace{1cm} (2.38)

$$\sigma_P = \left( \left[ \frac{q^2 \sigma_q^2 + u^2 \sigma_u^2}{q^2 + u^2} \right] \times 100\% \right)^{1/2}$$, \hspace{1cm} (2.39)

where $q$ and $u$ are the normalised Stokes parameters:

$$q = \frac{Q}{I}$$, \hspace{1cm} \sigma_q = \left( \frac{\sigma_Q^2 q^2 + \sigma_Q^2}{I^2} \right)^{1/2}$$, \hspace{1cm} (2.40)

$$u = \frac{U}{I}$$, \hspace{1cm} \sigma_u = \left( \frac{\sigma_U^2 u^2 + \sigma_U^2}{I^2} \right)^{1/2}$$, \hspace{1cm} (2.41)

and $\Delta$ is to remove the statistical bias, introduced because the normally distributed noise in $q$ and $u$ translates to a positive polarisation percentage (Garcia, 1995). The debias term (\(\Delta\)) was originally proposed by Wardle & Kronberg (1974) and is a
weighted mean of the variances in $q$ and $u$ ($\sigma_q$ and $\sigma_u$ respectively):

$$\Delta = \frac{(q^2 \sigma_q^2) + (u^2 \sigma_u^2)}{q^2 + u^2}.$$  \hfill (2.42)

The polarised intensity can then be calculated using:

$$I_p = 0.01(P.I),$$ \hfill (2.43)

$$\sigma_{I_p} = \left( (q^2 + u^2)\sigma^2_I + I^2 \left[ \frac{q^2 \sigma_q^2 + u^2 \sigma_u^2}{q^2 + u^2} \right] \right)^{\frac{1}{2}},$$ \hfill (2.44)

and the angle between the polarisation vector and the direction to the north celestial pole can be obtained from:

$$\theta = 0.5 \arctan \left( \frac{U}{Q} \right).$$ \hfill (2.45)

The uncertainty in the angle ($s_\theta$) is given by the following equation (Hildebrand et al., 2000):

$$s_\theta = \frac{\sigma_P}{2P}.$$ \hfill (2.46)

Equations 2.38 to 2.46 are derived in Appendix C

### 2.5.5 Improving Signal to Noise

Whilst reducing the polarimetry data, it became apparent that some observations (a set of 16 jiggle-maps with one complete rotation of the waveplate) contained more noise than others, and their removal improved the quality of the data. Alternatively some of the data within an observation can be discarded if they are inconsistent with the consensus of the rest of the data.
One way to decide whether or not an observation is likely to be bad is to look at the weather log for the night. One might expect poorer data to be taken when the atmospheric water vapour level was higher. However, for polarimetry data, it is not so much the level of $\tau$ that causes problems, but the stability. It is easy to see why this is the case, as the polarimetric information is obtained by comparing measurements taken some minutes apart. If the sky opacity changed in those minutes, the information obtained will be incorrect. Tracking the sky opacity on a fast enough time-scale should allow the stability to be determined. However, the CSO radiometer is not updated often enough to be useful in this regard and the JCMT's line of site radiometer was not operational when most of the data discussed here were taken. It is therefore necessary to determine the quality of the data from the data themselves.

2.5.6 Discarding Bad Observations

If there is sufficient signal to noise in each observation, then each one can be compared with the whole, and it is relatively straightforward to find the bad data. However for weak sources such as prestellar cores, the signal in a single observation is too low to do this and a more indirect approach must be taken.

The polarisation parameters were calculated for a subset of data omitting a small number of randomly selected observations, but containing enough to contain significant signal. A measure of the quality of the reconstruction ($q_f$) was determined, and this was recorded along with the list of omitted observations. The process was repeated a large number of times, and an average $q_f$ was calculated for each observation. This enabled a ranking of the observations, because for a particular observation, a large $q_f$ would mean that better reconstructions were made
when it was omitted.

The criterion selected for determining \( q_f \) was \( \delta P \), the measurement uncertainty in \( P \):

\[
\delta P = \sigma_P^2 = 100^2 \left( \frac{q^2 \sigma_q^2 + u^2 \sigma_u^2}{q^2 + u^2} \right). 
\]  

(2.47)

Each reduced map contains a distribution of \( \delta P \)'s, (one for each vector) and a good quality reconstruction will have a larger proportion of low \( \delta P \)'s. \( q_f \) was calculated by dividing the number of vectors with \( \delta P < 5\% \), by the number with \( \delta P > 5\% \). The 5\% was chosen because for a good reconstruction, 5\% marked the boundary between the main distribution and the high \( \delta P \) tail.

Once the observations are ranked, a series of reconstructions can be made, each reconstruction having the next worst observation subtracted. If \( q_f \) is calculated for each of these reconstructions, it should increase as the worst observations are removed, and start to decrease when good observations start to be removed, the peak indicating the optimal reconstruction. An example of the improvement made with this technique is shown in Figure 2.16. Figure 2.17 demonstrates the correlation between the quality of the data and the stability of the atmospheric opacity. The worst quality observations identified by this technique were all made in the second shaded block where the weather is clearly much more unstable.

### 2.5.7 Discarding Bad Data within an Observation

An alternative to throwing away entire observations that have been deemed bad, is to discard only parts of some observations. This can be done by coadding the Stokes \( IQU \) data for each observation more carefully. Advantages of this type of technique are that only the data that are inconsistent with the average are
Figure 2.16: (a) & (b). Figure showing the improvement made to a polarisation map of L183 by omitting the worst quality data.

Figure 2.17: Figure showing the $\tau_{225}$ as a function of the UT date, for 14th Mar 1999. The crosses are the CSO $\tau$ values, the line is a polynomial fit to the $\tau$ values, and the shaded areas are where polarimetry data was taken.
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discarded. Also, the estimated quality is based on the consistencies in the $Q$ and $U$ values directly, rather than their estimated uncertainties.

SCUBA samples data with a spatial frequency of 6" in an 850 μm 16 point jiggle-map. Since the beam at 850 μm is approximately 14", there are a number of correlated pixels within each beam. This, coupled with the large number of observations made, introduces a number of degeneracies. The $Q$, $U$ and $I$ values should be comparable for a given position in all observations and the average value for each position should be comparable to the other values within a beam.

In the standard reduction method, the $Q$, $U$ and $I$ values for each pixel are combined using a weighted mean and a polarisation vector is calculated. These are binned to produce a single vector for each beam. These vectors are then discarded if certain criteria are not met. A better method is to discard bad data before performing the averaging, so that the final vectors only contain consistent data and are more likely to make the final cut.

Figure 2.18 highlights some problems with the standard method. The Figure plots the Stokes $Q$ parameter for a single (6") position, measured in 25 observations. The error bars on the plot are the calculated variances for each point (see Section 2.5.3). One of the points (marked 'O') is obviously erroneous, though the calculated uncertainty is particularly low. This causes a weighted mean (marked 'm1') to be heavily skewed by the erroneous point. Clipping the data at 1σ from a standard mean before combining the observations removed this problem, and the mean $Q$ for the clipped data (marked 'm2') is more believable. It should be stressed at this point that Figure 2.18 does not portray typical data. The data for the majority of positions analysed do not contain these highly weighted outliers, though they were seen on a number of occasions.
Figure 2.18: Figure plotting the Stokes $Q$ parameter measured for a single pixel in 25 observations. The error bars indicate the variances calculated as described in 2.5.3. Discarding points that are more than $1\sigma$ from the mean changes the value of a weighted mean from ‘$m1$’ to ‘$m2$’.

Figure 2.19 shows the improvement in consistency in the data, by comparing the $Q$ and $U$ values for each position in a $2 \times 2$ grid of 6” pixels. Each point in these should be comparable as the square of pixels is smaller than the beam size. By applying this method, the standard deviation of these points has decreased by more than a factor of three. The error bars plotted in Figure 2.19 are calculated from the variances of each of the observations that made the $1\sigma$ cut discussed above.

2.6 Summary

In this chapter, I have introduced the telescope and instrumentation used to obtain the data described in the following chapters. The atmospheric conditions at the telescope and the strategies used to minimise their effect on the data were
Figure 2.19: (a) & (b). Figure showing the improvement in consistency for 4 correlated 6″ pixels when a 1σ cut is applied to the data.

discussed. The different modes of data acquisition were described, including jiggle-mapping and scan-mapping. The data reduction process was described in detail, with emphasis on the reduction of scan-map data. Finally, the theory and practice of submillimetre polarimetry was discussed, including the strategies I have developed to remove the effects of the atmosphere from the data.
Chapter 3

Measuring the Magnetic Field in Prestellar Cores

3.1 Introduction

If we wish to understand the underlying physics controlling star formation, it is important to determine the role played by the magnetic field. In order to do this, the morphology and strength of the field must be determined observationally. As discussed in Chapter 1, measuring the polarisation state of thermal dust emission can yield information about the direction of the magnetic field, though the field strength is not measured directly. To determine the morphology of the magnetic field at the onset of protostellar collapse, Ward-Thompson et al. (2000) carried out the first polarimetry observations of prestellar cores, using SCUBA and the UK-Japan polarimeter on the JCMT. These instruments are described in detail in Chapter 2.
The three cores observed by Ward-Thompson et al. (2000) were L1544, L183 and L43. They are a subset of the dense cores observed by Myers et al. (1983). They each have no associated IRAS point source (Beichman et al., 1986), and were therefore termed starless cores. Observations of the continuum dust emission were made by Ward-Thompson et al. (1994), and the high central density of some cores led to them being termed ‘prestellar’.

Ward-Thompson et al. (2000) found that the magnetic field in each of the cores was uniform in direction, and offset from the core’s minor axis by 30° – 45°. They compared the polarisation maps with the results of simulations of magnetised clouds, carried out by Ostriker, Gammie, & Stone (1999). These simulations make predictions about the morphology of the magnetic field for clouds with different magnetic field strengths. They quantified the field strength using the parameter $\beta$, which is defined as the ratio of the thermal pressure $P_{th}$ to the magnetic pressure $P_{mag}$:

$$\beta = \frac{P_{th}}{P_{mag}} = \frac{c^2 \rho}{V_A^2 \rho} = \frac{c^2}{B^2/4\pi \rho},$$

where $c$ is the sound speed, $V_A$ is the Alfvén speed, $B$ is the magnetic field strength, and $\rho$ is the density.

Clouds with $\beta \ll 1$ are dominated by the magnetic field, and the field lines remain unperturbed throughout the evolution of the cloud. Material flows along the field lines to form elongated structures with the minor axis parallel with the magnetic field. Clouds with $\beta > 1$ are dominated by turbulence, which tangles the field lines. Clouds with an initial $\beta$ between 0.1 and 1 have fairly uniform field lines, but there can be an offset between the field direction and the minor axis. The polarisation maps made by Ward-Thompson et al. (2000) are therefore most compatible with the intermediate regime ($\beta = 0.1 \rightarrow 1$), where neither the
magnetic field nor the turbulence is dominant.

In this Chapter, I present further polarimetry observations of L183, and use the Chandrasekhar-Fermi technique to infer the plane of sky magnetic field strength for the three cores. I also calculate the mass to magnetic flux ratio in order to evaluate whether or not the prestellar cores are magnetically subcritical or supercritical. These results are compared with the different theoretical models discussed in Chapter 1.

3.2 Observations and Data Reduction

Polarimetry observations of L183 and L43 were carried out on the nights of 1999 March 14th and 15th. Observations of L1544 were made on 1999 September 13th, 15th and 16th. L183 was observed for a further three shifts on the nights of 2002 February 14th - 17th. All observations were made between 01:30 and 09:30 Hawaiian Standard Time.

Each observation was carried out by making sixteen 16-point jiggle maps, rotating the waveplate by 22.5° between each map, as described in Chapter 2. Chopping and nodding were employed to remove the majority of the sky noise (see Section 2.2). Pointing checks were carried out approximately every hour, using planets, secondary calibrator sources or pointing sources. The telescope pointing was found to be better than ±2″ and ±3″ in azimuth and elevation respectively.

The sky opacity at 850 μm was calculated using a polynomial fit to the 225 GHz CSO τ data, and converting τ225 to τ850 using the empirical relations described in Section 2.4.2. Skydips taken at regular intervals through the nights were used
Table 3.1: The observational details, including pointing sources used. 1:16293-2422, 2:Uranus, 3:CRL618, 4:1514-241, 5:IRC+10216, 6:1510-089. † Observations on this night were made in two blocks, separated by a 3 hour gap. Though the opacity of the atmosphere was lower on average in the second block, it was extremely unstable (see Figure 2.17), therefore the data were discarded.

<table>
<thead>
<tr>
<th>Source name</th>
<th>UT date</th>
<th>Pointing sources</th>
<th>No. of observations</th>
<th>Observations used</th>
<th>Average $\tau_{225}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>L43</td>
<td>1999 Mar 14</td>
<td>1,2</td>
<td>14</td>
<td>14</td>
<td>0.08</td>
</tr>
<tr>
<td></td>
<td>1999 Mar 15</td>
<td>1,2</td>
<td>15</td>
<td>0</td>
<td>0.06</td>
</tr>
<tr>
<td>L183</td>
<td>1999 Mar 14</td>
<td>1,2</td>
<td>9</td>
<td>7</td>
<td>0.10†</td>
</tr>
<tr>
<td></td>
<td>1999 Mar 14</td>
<td>1,2</td>
<td>5</td>
<td>0</td>
<td>0.07†</td>
</tr>
<tr>
<td></td>
<td>1999 Mar 15</td>
<td>1,2</td>
<td>15</td>
<td>13</td>
<td>0.06</td>
</tr>
<tr>
<td></td>
<td>2002 Feb 14</td>
<td>1,4</td>
<td>11</td>
<td>0</td>
<td>0.13</td>
</tr>
<tr>
<td></td>
<td>2002 Feb 15</td>
<td>1,4,5</td>
<td>32</td>
<td>26</td>
<td>0.06</td>
</tr>
<tr>
<td></td>
<td>2002 Feb 16</td>
<td>4,5,6</td>
<td>27</td>
<td>24</td>
<td>0.06</td>
</tr>
<tr>
<td></td>
<td>2002 Feb 17</td>
<td>2,5,6</td>
<td>29</td>
<td>28</td>
<td>0.05</td>
</tr>
<tr>
<td>L1544</td>
<td>1999 Sep 13</td>
<td>3</td>
<td>21</td>
<td>0</td>
<td>0.08</td>
</tr>
<tr>
<td></td>
<td>1999 Sep 15</td>
<td>3</td>
<td>9</td>
<td>9</td>
<td>0.07</td>
</tr>
<tr>
<td></td>
<td>1999 Sep 16</td>
<td>3</td>
<td>18</td>
<td>0</td>
<td>0.06</td>
</tr>
</tbody>
</table>

to corroborate the $\tau$ values used. The details of the observations, including the number of observations made, the pointing sources used, and the average $\tau_{225}$ for the duration of the observations are given in Table 3.1.

### 3.2.1 Data Reduction

The data presented in this Chapter were reduced as described in Chapter 2. In each case, method 2 was used for co-adding the data, (i.e. the Stokes parameters were calculated before the observations were co-added — see Section 2.5.3). The data were reduced in subsets to check that they were reproducible.

In the case of the L43 and L1544 data, the atmospheric conditions on some nights were deemed 'bad', and the data were therefore not included. Examples of
3.2. OBSERVATIONS AND DATA REDUCTION

Figure 3.1: (a) & (b). Figures showing the atmospheric opacity, as measured by the CSO water vapour monitor. The crosses are the $\tau_{225\text{GHz}}$ data, the line is a polynomial fit, and the shaded areas are when polarimetric data were obtained. (a) is indicative of a ‘good’ night, while (b) indicates a ‘bad’ night (see text for discussion).

The conditions on nights that were deemed ‘good’ and ‘bad’ are shown in Figures 3.1(a) and 3.1(b) respectively. The quality of polarimetry data is affected more by the variation in atmospheric opacity than by the absolute value. Therefore the standard deviation of the $\tau_{225}$ values was calculated for the time period during which each set of data was acquired. If the standard deviation in $\tau_{225}$ was greater than 0.01, then the data were discarded.

The quality of the L183 data was treated in a more detailed way, by removing bad observations from each night as described in Section 2.5.6. The number of observations used for each source are given in column 5 of Table 3.1.

The polarisation vectors were clipped at a level of $2\sigma$, to remove vectors with a poor signal to noise ratio. Around the edges of the map, there is insufficient signal for the data to be fitted by Equation 2.35. This tends to generate anomalous values of $Q$ and $U$ that produce vectors with an unphysically high percentage polarisation. As a result, these vectors are not removed by a signal to noise cut, and so a cut of $P > 20\%$ is used. This value was chosen as only regions of the map with a low
flux density (and therefore a low signal to noise ratio) produced percentages above this value.

3.3 The L1544 Prestellar Core

L1544 is part of the Taurus molecular cloud, which is at a distance of $140 \pm 15$ pc (Elias, 1978). This estimate is based on the degree of reddening of stars on the line of sight (a large jump in reddening occurs at the distance of the cloud), and also distance estimates of stars thought to be associated with the cloud. The L1544 core is located towards the east of the molecular cloud at RA (1950) = $5^h \, 01^m \, 15^s$, Dec. (1950) = $25^\circ \, 06' \, 40''$. The uncertainty in the distance to L1544 is primarily due to the unknown position of the core within the cloud along the line of sight. Assuming the cloud depth is the average of the two plane of sky dimensions, this uncertainty is $\pm 25$ pc.

The mass of L1544 has been measured by mapping the emission from dust and molecular species. Ward-Thompson et al. (1999) measured a core mass of 3.2 $M_\odot$ over an area of $0.09 \times 0.05$ pc, using the MPIfR 1.3 mm bolometer array at the IRAM 30 m telescope. Kirk (2002) obtained a mass of $2.5 \pm 1 \, M_\odot$ at 850 $\mu$m over an area of $0.1 \times 0.1$ pc using the SCUBA camera at the JCMT. Tafalla et al. (1998) mapped the L1544 region in optically thin C$^{18}$O(1 – 0), and determined a core mass of 8 $M_\odot$. The mass derived from the CO map was obtained by measuring the integrated flux density over a larger area than the dust maps ($0.22 \times 0.14$ pc), therefore it is unsurprising that the mass is larger. The method used to calculate the mass of an object from its thermal dust emission was discussed in Section 1.6.1.

The dust temperature of the L1544 core was calculated as $10 \pm 3$ K (Kirk,
by fitting a greybody to data obtained using ISOPHOT (90, 170 & 200 µm), SCUBA (450 & 850 µm) and IRAM (1.3 mm) data. This is consistent with the CO excitation temperature of 12.5 K calculated by Tafalla et al. (1998).

L1544 is a particularly well studied prestellar core, and has often been used as a test case for theoretical models. Bacmann et al. (2000) observed L1544 in absorption at 7 and 15 µm against the diffuse infrared background. They found that the density profile becomes very steep at large radii (10000 – 30000 AU). They compared the density profile to that predicted by a number of ambipolar diffusion models, and found that the best fit was given by the $B_{\text{uv}}$ model of Ciolek & Mouschovias (1995) at time $t_2$.

The time-scales for the $B_{\text{uv}}$ model are defined such that the density increases by a factor of 10 between each of the times $t_0$, $t_1$ ... $t_6$. The initial central density is defined to be $2.6 \times 10^3$ cm$^{-3}$, therefore by time $t_2$, the central density is approximately equal to the observed value in prestellar cores. By $t_2$ the core has evolved for approximately $1.2 \times 10^7$ years.

The $B_{\text{uv}}$ model is initially very magnetically subcritical, although by time $t_2$, diffusion of the neutrals through the field lines has increased the central mass to flux ratio, forming a supercritical core. The model incorporates UV ionisation, which increases the ionisation rate in the outer parts of the cloud. These outer layers therefore receive a greater degree of magnetic support and remain subcritical, leading to the sharp edges in the cloud. The initial value of $\beta$ for this model is 0.04, which is lower than the range $0.1 \rightarrow 1$ suggested by the observations of Ward-Thompson et al. (2000).

After formation of the supercritical core, the magnetic field strength in the
$B_{UV}$ model increases with decreasing radius, as a result of the field lines being dragged by the ions. At time $t_2$, the field strength is predicted to be $\sim 50 \, \mu G$ at a radius of 0.04 pc (the approximate scale of our polarimetry map) decreasing to $\sim 35 \, \mu G$ at larger scales.

In order to compare these predicted magnetic field strengths with observed values, the inclination angle of the core must be known. Ciolek & Basu (2000) found that an angle of 20° between the magnetic field direction and the plane of the sky reproduced the observed axis ratio, if the shape of the core is the same symmetric oblate spheroid as that predicted by their ambipolar diffusion model. Using this inclination angle, the line of sight component of the field at large scales ($\geq 0.1$ pc) is predicted to be 12 $\mu G$. This scale is similar to that probed by Zeeman measurements. Crutcher & Troland (2000) measured the Zeeman effect in L1544 using the 18 cm line of OH. They measured a field strength along the line of sight of 11 $\mu G$, which is consistent with the prediction of the $B_{UV}$ model.

Tafalla et al. (1998) carried out observations of L1544 using several atomic and ionic molecular line tracers. The line profiles of some species showed self-absorption with a brighter blue peak. The authors used this to infer that the foreground absorbing gas is redshifted compared to the background emitting gas, indicating infall. By fitting a simple two-layer model to the data, they inferred an infall rate of 0.1 $\text{km s}^{-1}$. They claimed that this rate of infall was too high to be explained by ambipolar diffusion models. Williams et al. (1999) made higher resolution maps using the BIMA interferometer, and measured a similar rate of infall over a much smaller spatial scale.

Ciolek & Basu (2000) argued that the $B_{UV}$ model could reproduce these infall rates, at least on the small scale observed by Williams et al. (1999). They agreed
that if the central density in the model was set to the observed peak value, the infall rate is lower than that predicted by the $B_{UV}$ model. However, at later times ($\geq t_3$), the infall rates are consistent with those observed. At these later times, the central density is higher than that observed. However, the observations cannot resolve this central region, and the density averaged over a region matching the telescope resolution is consistent with the observed peak density.

Ciolek & Basu (2000) conceded that the $B_{UV}$ model underestimates the infall rate on the larger scale observed by Tafalla et al. (1998). They therefore designed a model ($B_{UV-L1544}$) specifically to reproduce the parameters observed by Tafalla et al. (1998) and Williams et al. (1999). This model has initial conditions that are closer to being magnetically critical, through having a lower initial magnetic field strength and a higher initial central density.

On the large scales probed by Zeeman observations, the $B_{UV-L1544}$ model predicts a magnetic field strength of 20 $\mu$G. Assuming an inclination angle of 20°, the line of sight field strength is predicted to be 7 $\mu$G. This is lower than the value observed using the Zeeman effect (Crutcher & Troland, 2000), however, the inclination angle is poorly constrained. On the smaller scale of the polarimetry maps, this model predicts a field strength that is only slightly smaller than that predicted by the $B_{UV}$ model.

The initial value of $\beta$ for the $B_{UV-L1544}$ model is 0.4, which is consistent with the observations made by Ward-Thompson et al. (2000). However, the model does not agree with the data of Bacmann et al. (2000) as it does not reproduce the observed sharp edges and large density contrasts. Only models that are initially highly subcritical can reproduce these.
Table 3.2: A summary of the predictions of two ambipolar diffusion models, with comparisons to the observed parameters. \(^{11}\) Both \(B_{\text{pos}}\) and \(B_{\text{los}}\) are given assuming an inclination angle of 20° (Ciolek & Basu, 2000). \(B_{\text{los}}\) is quoted at a scale of 0.1 pc to be comparable with Zeeman observations. \(^{12}\) \(B_{\text{pos}}\) is quoted at a scale of 0.04 pc to be comparable with estimates of the field strength made from our polarimetry data.

<table>
<thead>
<tr>
<th>Models &amp; Observations</th>
<th>Observable parameters or predictions</th>
<th>Consistency with models</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>(B_{\text{los}}) (B_{\text{pos}})</td>
<td>(\beta)</td>
</tr>
<tr>
<td>(B_{\text{UV}})</td>
<td>12 (\mu)G 47 (\mu)G</td>
<td>0.04</td>
</tr>
<tr>
<td>(B_{\text{UV-L1544}})</td>
<td>7 (\mu)G 37 (\mu)G</td>
<td>0.4</td>
</tr>
<tr>
<td>Ward-Thompson</td>
<td>– –</td>
<td>0.1 (\rightarrow) 1</td>
</tr>
<tr>
<td>Crutcher</td>
<td>11 (\mu)G –</td>
<td>–</td>
</tr>
<tr>
<td>Tafalla</td>
<td>– –</td>
<td>–</td>
</tr>
<tr>
<td>Bacmann</td>
<td>– –</td>
<td>–</td>
</tr>
<tr>
<td>Williams</td>
<td>– –</td>
<td>–</td>
</tr>
</tbody>
</table>

To summarise, there are no models that can simultaneously fit all of the data. The initially subcritical \(B_{\text{UV}}\) model matches the absorption data of Bacmann et al. (2000) and the line of sight magnetic field strength measured using the Zeeman effect. It can also be argued to be consistent with the molecular line data of Williams et al. (1999). However, it is not consistent with the infall velocities measured by Tafalla et al. (1998), and the value of \(\beta\) is too low to agree with the data of Ward-Thompson et al. (2000). The \(B_{\text{UV-L1544}}\) model fits the molecular line data of Tafalla et al. and Williams et al. and the magnetic field morphology measured by Ward-Thompson et al., but cannot reproduce the sharp edges seen in the infrared absorption data of Bacmann et al. This is summarised in Table 3.2.
3.3. THE L1544 PRESTELLAR CORE

Figure 3.2: Polarisation map of the L1544 prestellar core. The grey-scale and contours show the Stokes $I$ map, with contours at 64, 128, 192, 256 and 304 mJy/beam. The vectors have been rotated through 90° to show the direction of the magnetic field (Ward-Thompson et al., 2000).

3.3.1 Data

Figure 3.2 shows our data of L1544. The grey-scale and contours depict the Stokes $I$ map (total flux density), and the overlaid vectors indicate the direction of the magnetic field. Data obtained in polarimetry mode are not photometrically calibrated, therefore a calibrated jiggle-map of L1544 (Kirk, 2002) was used to calibrate the Stokes $I$ map. The contours are placed at 64, 128, 192, 256 and 304 mJy/beam. Polarimetry yields vectors that are perpendicular to the magnetic field, as discussed in Section 1.5.2, therefore the vectors have been rotated by 90° to show the
Table 3.3: The polarisation measurements of L1544. The percentage polarisation $P$ is quoted in column 3. The angle of polarisation $\theta$ is measured north through east. All vectors above $2\sigma$ are listed. $\delta P$ is the $1\sigma$ error in $P$, and $\delta \theta$ is the $1\sigma$ error in $\theta$.

<table>
<thead>
<tr>
<th>RA (1950)</th>
<th>Dec. (1950)</th>
<th>$P$ (%)</th>
<th>$\delta P$ (%)</th>
<th>$\theta$ (deg)</th>
<th>$\delta \theta$ (deg)</th>
<th>S/N $(P/\delta P)$</th>
</tr>
</thead>
<tbody>
<tr>
<td>05:01:15.4</td>
<td>25:06:20</td>
<td>8.2</td>
<td>1.7</td>
<td>-18.4</td>
<td>5.9</td>
<td>4.8</td>
</tr>
<tr>
<td>05:01:15.4</td>
<td>25:06:32</td>
<td>4.4</td>
<td>1.4</td>
<td>15.1</td>
<td>9.1</td>
<td>3.1</td>
</tr>
<tr>
<td>05:01:14.5</td>
<td>25:06:32</td>
<td>6.2</td>
<td>0.8</td>
<td>18.9</td>
<td>3.7</td>
<td>7.8</td>
</tr>
<tr>
<td>05:01:14.5</td>
<td>25:06:44</td>
<td>5.3</td>
<td>0.9</td>
<td>17.4</td>
<td>4.9</td>
<td>5.9</td>
</tr>
<tr>
<td>05:01:14.5</td>
<td>25:06:56</td>
<td>5.0</td>
<td>0.9</td>
<td>22.9</td>
<td>5.2</td>
<td>5.6</td>
</tr>
<tr>
<td>05:01:15.4</td>
<td>25:07:08</td>
<td>9.7</td>
<td>2.0</td>
<td>39.8</td>
<td>5.9</td>
<td>4.9</td>
</tr>
<tr>
<td>05:01:14.5</td>
<td>25:07:08</td>
<td>8.6</td>
<td>1.6</td>
<td>28.5</td>
<td>5.3</td>
<td>5.4</td>
</tr>
<tr>
<td>05:01:13.6</td>
<td>25:07:08</td>
<td>9.5</td>
<td>2.2</td>
<td>10.5</td>
<td>6.6</td>
<td>4.3</td>
</tr>
<tr>
<td>05:01:13.6</td>
<td>25:07:20</td>
<td>8.6</td>
<td>2.9</td>
<td>38.3</td>
<td>9.7</td>
<td>3.0</td>
</tr>
</tbody>
</table>

direction of the magnetic field. The vectors have been plotted with beam spacing so that each vector represents independent data. They have a scale such that a vector of length $2''$ represents $1\%$ polarisation. The polarisation parameters are given in Table 3.3.

Figure 3.2 shows that the core is elongated with an aspect ratio of $\sim 2$. The core retains this aspect ratio for the majority of the dynamic range of the map. Along its greatest dimension, the core is marginally larger than the field of view, with the edge of the field approximately at the $20\%$ peak-intensity contour. The major axis has a position angle of $-38^\circ \pm 5^\circ$, measured north through east. This does not appear to change over the length of the core. The FWHM dimensions of the core are $\sim 110'' \times 60''$, corresponding to $0.07 \times 0.04$ pc at a distance of 140 pc.

As a result of the low number of observations included in the reduction of L1544 (see Section 3.2.1), there are a small number of polarisation vectors greater than $2\sigma$. The vectors are restricted to but do not fill the 192 mJy/beam (60\% peak flux density) contour. With the exception of a single vector to the south of the
3.4. THE L43 PRESTELLAR CORE

core, the direction of the vectors is uniform. The average field direction is $19^\circ \pm 5^\circ$, offset from the core's major axis by $57^\circ \pm 7^\circ$. As discussed in Section 3.1, this implies that the core is not dominated by the magnetic field or the turbulence, but that both are playing a part in the evolution of the core.

The physical parameters for the L1544 core are summarised in Table 3.6, and a discussion of the data for this core is given in Section 3.7, along with the two other cores for which we have polarimetry data.

3.4 The L43 Prestellar Core

The L43 core is part of the $\rho$ Ophiuchi molecular cloud (see Figure 3.3). It is located at RA (1950) = 16$^h$ 31$^m$ 44$^s$, Dec. (1950) = $-15^\circ$ 40' 45", approximately 25 pc north of the main part of the cloud. The distance to L43 is assumed to be the same as the distance to the star $\rho$ Ophiuchi, which is associated with the cloud. This has been measured by Hipparcos as 128 $\pm$ 12 pc (Bertout, Robichon, & Arenou, 1999). There is an additional uncertainty in the L43 distance estimate based on the assumed cloud radius of 15 pc. The distance to L43 is therefore taken to be 130 $\pm$ 20 pc.

L43 is closely associated with a T Tauri star RNO 91 at RA (1950) = 16$^h$ 31$^m$ 38$^s$, Dec. (1950) = $-15^\circ$ 40' 50" (Cohen, 1980). Mathieu et al. (1988) observed the L43 core and RNO 91 in the near-IR, and also at centimetre and millimetre wavelengths using NH$_3$ and CS molecular tracers. They compared these to previous observations made using $^{12}$CO. The observations revealed a collimated molecular outflow originating from RNO 91, the south-east lobe of which has cleared a cavity to the south of the L43 core. This interpretation is illustrated in Figure 3.4. Mathieu
et al. suggest that the L43 core is the remnant of a larger core that has already formed one star and is now being partially disrupted by that young star's influence.

The mass of the L43 core was measured by Kirk (2002) using the SCUBA camera to map the thermal dust emission at 850 μm. He obtained a mass of $3 \pm 1 M_\odot$ over an area of $0.09 \times 0.09$ pc. A greybody fit based on the SCUBA data and IRAM and ISOPHOT data yielded a temperature of $10 \pm 3$ K (Kirk, 2002).

### 3.4.1 Data

Figure 3.5 shows our data of L43. The grey-scale and contours depict the Stokes $I$ map, and the vectors show the direction of the magnetic field. The Stokes $I$ map
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There are two sources shown in Figure 3.5, the L43 prestellar core in the centre of the map, and the T-Tauri star RNO 91 on the western edge. The core is elongated with an aspect ratio of $\sim 1.9$ and FWHM dimensions of $100'' \times 60''$. The centre of the core is more circular with an aspect ratio of $\sim 1.5$ at the highest contour shown. The position angle of the core’s major axis is $-53^\circ \pm 5^\circ$. The flux density falls off more steeply to the south-west, consistent with the interpretation of Mathieu et al. (1988) that the southern part of the cloud has been cleared by an outflow from RNO 91. The shape of the envelope around the T-Tauri star cannot...
be determined as it extends beyond the edge of the map. There are more vectors with a signal to noise ratio greater than 2 than in the map of L1544. This is due to L43 being $\sim 30\%$ brighter, and the larger number of observations included in the reduction.

There are a number of distinct regions of the map that have different magnetic field properties. At the centre of the core and to the north and east, the field has a position angle of $\sim -21^\circ$ and an average percentage polarisation of $2.4\%$. To the south of the core, the polarisation is stronger, with an average value of $4.6\%$ and
Table 3.4: The polarisation measurements of L43. The percentage polarisation $P$ is quoted in column 3. The angle of polarisation $\theta$ is measured north through east. All vectors above $2\sigma$ are listed. $\delta P$ is the $1\sigma$ error in $P$, and $\delta \theta$ is the $1\sigma$ error in $\theta$.

<table>
<thead>
<tr>
<th>RA (1950)</th>
<th>Dec. (1950)</th>
<th>$P$ (%)</th>
<th>$\delta P$ (%)</th>
<th>$\theta$ (deg)</th>
<th>$\delta \theta$ (deg)</th>
<th>S/N $P/\delta P$</th>
</tr>
</thead>
<tbody>
<tr>
<td>16:31:45.4</td>
<td>-15:41:29</td>
<td>7.9</td>
<td>2.3</td>
<td>-6.2</td>
<td>8.3</td>
<td>3.4</td>
</tr>
<tr>
<td>16:31:46.2</td>
<td>-15:41:29</td>
<td>2.3</td>
<td>1.0</td>
<td>23.0</td>
<td>12.5</td>
<td>2.3</td>
</tr>
<tr>
<td>16:31:44.5</td>
<td>-15:41:17</td>
<td>7.4</td>
<td>0.7</td>
<td>-29.4</td>
<td>2.7</td>
<td>10.6</td>
</tr>
<tr>
<td>16:31:45.4</td>
<td>-15:41:17</td>
<td>2.6</td>
<td>0.5</td>
<td>-18.6</td>
<td>5.5</td>
<td>5.2</td>
</tr>
<tr>
<td>16:31:42.0</td>
<td>-15:41:05</td>
<td>8.9</td>
<td>2.6</td>
<td>-33.2</td>
<td>8.4</td>
<td>3.4</td>
</tr>
<tr>
<td>16:31:42.9</td>
<td>-15:41:05</td>
<td>5.2</td>
<td>0.6</td>
<td>-32.3</td>
<td>3.3</td>
<td>8.7</td>
</tr>
<tr>
<td>16:31:43.7</td>
<td>-15:41:05</td>
<td>4.7</td>
<td>0.5</td>
<td>-44.3</td>
<td>3.1</td>
<td>9.4</td>
</tr>
<tr>
<td>16:31:44.5</td>
<td>-15:41:05</td>
<td>2.4</td>
<td>0.4</td>
<td>-44.9</td>
<td>4.8</td>
<td>6.0</td>
</tr>
<tr>
<td>16:31:37.9</td>
<td>-15:40:53</td>
<td>9.2</td>
<td>1.2</td>
<td>52.8</td>
<td>3.7</td>
<td>7.7</td>
</tr>
<tr>
<td>16:31:38.7</td>
<td>-15:40:53</td>
<td>2.2</td>
<td>0.7</td>
<td>41.5</td>
<td>9.1</td>
<td>3.1</td>
</tr>
<tr>
<td>16:31:39.5</td>
<td>-15:40:53</td>
<td>2.5</td>
<td>0.6</td>
<td>-9.4</td>
<td>6.9</td>
<td>4.2</td>
</tr>
<tr>
<td>16:31:40.4</td>
<td>-15:40:53</td>
<td>6.2</td>
<td>1.0</td>
<td>-16.5</td>
<td>4.6</td>
<td>6.2</td>
</tr>
<tr>
<td>16:31:41.2</td>
<td>-15:40:53</td>
<td>6.6</td>
<td>1.4</td>
<td>-22.2</td>
<td>6.1</td>
<td>4.7</td>
</tr>
<tr>
<td>16:31:42.0</td>
<td>-15:40:53</td>
<td>5.1</td>
<td>0.7</td>
<td>-40.9</td>
<td>3.9</td>
<td>7.3</td>
</tr>
<tr>
<td>16:31:42.9</td>
<td>-15:40:53</td>
<td>4.0</td>
<td>0.4</td>
<td>-31.8</td>
<td>2.9</td>
<td>10.0</td>
</tr>
<tr>
<td>16:31:43.7</td>
<td>-15:40:53</td>
<td>3.4</td>
<td>0.3</td>
<td>-36.0</td>
<td>2.5</td>
<td>11.3</td>
</tr>
<tr>
<td>16:31:44.5</td>
<td>-15:40:53</td>
<td>0.7</td>
<td>0.3</td>
<td>-13.6</td>
<td>12.3</td>
<td>2.3</td>
</tr>
<tr>
<td>16:31:45.4</td>
<td>-15:40:53</td>
<td>0.9</td>
<td>0.4</td>
<td>3.6</td>
<td>12.7</td>
<td>2.3</td>
</tr>
<tr>
<td>16:31:37.9</td>
<td>-15:40:41</td>
<td>9.1</td>
<td>3.3</td>
<td>57.9</td>
<td>10.4</td>
<td>2.8</td>
</tr>
<tr>
<td>16:31:38.7</td>
<td>-15:40:41</td>
<td>3.5</td>
<td>1.4</td>
<td>70.3</td>
<td>11.4</td>
<td>2.5</td>
</tr>
<tr>
<td>16:31:39.5</td>
<td>-15:40:41</td>
<td>4.0</td>
<td>0.7</td>
<td>18.2</td>
<td>5.0</td>
<td>5.7</td>
</tr>
<tr>
<td>16:31:40.4</td>
<td>-15:40:41</td>
<td>6.2</td>
<td>0.7</td>
<td>8.6</td>
<td>3.2</td>
<td>8.9</td>
</tr>
<tr>
<td>16:31:41.2</td>
<td>-15:40:41</td>
<td>3.7</td>
<td>0.8</td>
<td>-2.5</td>
<td>6.2</td>
<td>4.6</td>
</tr>
<tr>
<td>16:31:42.9</td>
<td>-15:40:41</td>
<td>3.7</td>
<td>0.4</td>
<td>-7.1</td>
<td>3.1</td>
<td>9.3</td>
</tr>
<tr>
<td>16:31:43.7</td>
<td>-15:40:41</td>
<td>2.9</td>
<td>0.3</td>
<td>-8.9</td>
<td>3.0</td>
<td>9.7</td>
</tr>
<tr>
<td>16:31:45.4</td>
<td>-15:40:41</td>
<td>1.0</td>
<td>0.5</td>
<td>3.4</td>
<td>14.3</td>
<td>2.0</td>
</tr>
<tr>
<td>16:31:46.2</td>
<td>-15:40:41</td>
<td>2.8</td>
<td>0.9</td>
<td>-28.1</td>
<td>9.2</td>
<td>3.1</td>
</tr>
<tr>
<td>16:31:40.4</td>
<td>-15:40:29</td>
<td>7.0</td>
<td>0.9</td>
<td>11.0</td>
<td>3.7</td>
<td>7.8</td>
</tr>
<tr>
<td>16:31:43.7</td>
<td>-15:40:29</td>
<td>3.6</td>
<td>0.5</td>
<td>-14.0</td>
<td>4.0</td>
<td>7.2</td>
</tr>
<tr>
<td>16:31:44.5</td>
<td>-15:40:29</td>
<td>2.3</td>
<td>0.5</td>
<td>-7.4</td>
<td>6.2</td>
<td>4.6</td>
</tr>
<tr>
<td>16:31:45.4</td>
<td>-15:40:29</td>
<td>1.6</td>
<td>0.7</td>
<td>-2.7</td>
<td>12.5</td>
<td>2.3</td>
</tr>
</tbody>
</table>
a position angle of $\sim -33^\circ$. To the west, the field direction bends smoothly round to an angle of $\sim 55^\circ$, and the polarisation increases to an average value of 5.7%, with the peak in polarisation occurring at the saddle between the two sources.

Ward-Thompson et al. (2000) interpreted the field morphology around L43 as being disturbed to the south and west of the core by the molecular outflow. To the north and east, the field remains unaffected by the outflow, and represents the initial state of the magnetic field. This direction is offset from the major axis of the core by $32^\circ \pm 6^\circ$. This result is similar to that obtained for the L1544 core, which is discussed in Sections 3.1 and 3.3.1.

The increase in the degree of polarisation in the outflow could be explained by the grains being aligned by the motions of gas particles streaming past. If this were the case, the polarisation vectors may not be measuring the magnetic field in this region. However, the outflow has not yet penetrated the densest region of the cloud, so the polarisation there should be tracing the magnetic field. Alternatively, the observations may be seeing a magnetic field that is being dragged along and distorted by the outflow. Therefore only the vectors that appear to be undisturbed by the outflow are considered when applying the Chandrasekhar-Fermi method. The physical parameters for the L43 core are summarised in Table 3.6, and a discussion of the data for this core is given in Section 3.7, along with the two other cores for which we have polarisation data.
3.5 The L183 Prestellar Core

The L183 cloud is located at RA (1950) = 15h 51m 32s, Dec. (1950) = −2° 44′ 00″, approximately 22° north-west of the ρ Ophiuchi molecular cloud, as illustrated in Figure 3.3. It is part of the L134 complex and is sometimes termed L134N. The distance to L183 has been inferred to be 100 ± 50 pc based on extinction measurements of background stars (Mattila, 1979), and 110 ± 10 pc, using plots of colour-excess versus distance for foreground and background stars (Franco, 1989). A distance of 110 ± 10 pc is therefore used here.

The mass of L183 has been measured using thermal dust emission at 1.3 mm using the MPIfR bolometer array at the IRAM 30 m telescope (Ward-Thompson et al., 1999), and at 850 μm using SCUBA (Kirk, 2002). These observations yielded masses of 1.3 $M_\odot$ over an area of $0.13 \times 0.07$ pc (1.3 mm), and $1.8 \pm 0.6 M_\odot$ over an area of $0.08 \times 0.08$ pc (850 μm).

Kirk (2002) found a temperature of L183 of 10 ± 3 K by fitting a greybody to ISOPHOT, SCUBA, and IRAM data. A similar study by Lehtinen et al. (2003) gave a lower temperature of 8.2 ± 0.4 K. Pagani et al. (2003) modelled the region as a cold core surrounded by warmer material, and derived a core temperature of 7.6 ± 0.5 K, though this value is based solely on 200 μm ISOPHOT data. The temperature of 8.2 K is compatible with each of these results, and is therefore used in the analysis below.

Infall towards the core of L183 has been observed, using the molecular line tracers CS (2-1) and $N_2H^+$ (1-0) (Lee, Myers, & Tafalla, 2001). The CS line showed a self-absorbed double peaked profile with a brighter blue peak, the classic signature of infall.
3.5.1 Data

Figure 3.6 shows our data of L183. The background image shows the Stokes $I$ map with contours at 50, 100, 150, 200, 250 and 300 mJy/beam. The polarisation vectors show the percentage polarisation and magnetic field direction, with 1% now represented by a vector of length 1". The resolution of the $I$ map is approximately 14", though the vectors have been smoothed to a resolution of 21" to improve the signal to noise ratio. As described in Section 3.2.1 the vectors have been clipped so that only the significant vectors remain. The polarisation measurements are listed in Table 3.5.

![Polarisation map of the L183 prestellar core.](image)

Figure 3.6: Polarisation map of the L183 prestellar core. The grey-scale and contours show the Stokes $I$ map, with contours at 50, 100, 150, 200, 250 and 300 mJy/beam. The vectors have been rotated through 90° to show the direction of the magnetic field.
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Table 3.5: The polarisation measurements of L183. The percentage polarisation $P$ is quoted in column 3. The angle of polarisation $\theta$ is measured north through east. All vectors above $2\sigma$ are listed. $\delta P$ is the $1\sigma$ error in $P$, and $\delta \theta$ is the $1\sigma$ error in $\theta$.

<table>
<thead>
<tr>
<th>RA (1950)</th>
<th>Dec. (1950)</th>
<th>$P$ (%)</th>
<th>$\delta P$ (%)</th>
<th>$\theta$ (deg)</th>
<th>$\delta \theta$ (deg)</th>
<th>S/N ($P/\delta P$)</th>
</tr>
</thead>
<tbody>
<tr>
<td>15:51:33.0</td>
<td>-2:42:41</td>
<td>6.6</td>
<td>2.1</td>
<td>15.7</td>
<td>9.0</td>
<td>3.2</td>
</tr>
<tr>
<td>15:51:31.6</td>
<td>-2:42:41</td>
<td>6.2</td>
<td>2.5</td>
<td>27.7</td>
<td>11.6</td>
<td>2.5</td>
</tr>
<tr>
<td>15:51:30.2</td>
<td>-2:42:41</td>
<td>14.9</td>
<td>5.4</td>
<td>22.8</td>
<td>10.4</td>
<td>2.8</td>
</tr>
<tr>
<td>15:51:34.4</td>
<td>-2:43:02</td>
<td>7.4</td>
<td>2.4</td>
<td>29.6</td>
<td>9.2</td>
<td>3.1</td>
</tr>
<tr>
<td>15:51:33.0</td>
<td>-2:43:02</td>
<td>8.3</td>
<td>1.6</td>
<td>8.9</td>
<td>5.7</td>
<td>5.0</td>
</tr>
<tr>
<td>15:51:31.6</td>
<td>-2:43:02</td>
<td>7.2</td>
<td>1.3</td>
<td>15.4</td>
<td>5.2</td>
<td>5.5</td>
</tr>
<tr>
<td>15:51:30.2</td>
<td>-2:43:02</td>
<td>17.3</td>
<td>2.9</td>
<td>25.0</td>
<td>4.8</td>
<td>5.9</td>
</tr>
<tr>
<td>15:51:34.4</td>
<td>-2:43:23</td>
<td>16.2</td>
<td>4.3</td>
<td>50.4</td>
<td>7.6</td>
<td>3.8</td>
</tr>
<tr>
<td>15:51:33.0</td>
<td>-2:43:23</td>
<td>6.5</td>
<td>1.0</td>
<td>40.7</td>
<td>4.3</td>
<td>6.7</td>
</tr>
<tr>
<td>15:51:31.6</td>
<td>-2:43:23</td>
<td>6.9</td>
<td>1.3</td>
<td>25.2</td>
<td>5.4</td>
<td>5.3</td>
</tr>
<tr>
<td>15:51:30.2</td>
<td>-2:43:23</td>
<td>12.9</td>
<td>2.5</td>
<td>31.8</td>
<td>5.6</td>
<td>5.1</td>
</tr>
<tr>
<td>15:51:34.4</td>
<td>-2:43:44</td>
<td>8.0</td>
<td>1.6</td>
<td>53.2</td>
<td>5.7</td>
<td>5.1</td>
</tr>
<tr>
<td>15:51:33.0</td>
<td>-2:43:44</td>
<td>6.8</td>
<td>0.8</td>
<td>33.5</td>
<td>3.2</td>
<td>9.0</td>
</tr>
<tr>
<td>15:51:31.6</td>
<td>-2:43:44</td>
<td>1.9</td>
<td>0.5</td>
<td>5.2</td>
<td>7.1</td>
<td>4.0</td>
</tr>
<tr>
<td>15:51:35.8</td>
<td>-2:44:05</td>
<td>16.3</td>
<td>4.0</td>
<td>30.0</td>
<td>7.0</td>
<td>4.1</td>
</tr>
<tr>
<td>15:51:34.4</td>
<td>-2:44:05</td>
<td>9.8</td>
<td>1.7</td>
<td>37.8</td>
<td>4.9</td>
<td>5.8</td>
</tr>
<tr>
<td>15:51:33.0</td>
<td>-2:44:05</td>
<td>2.8</td>
<td>0.5</td>
<td>34.2</td>
<td>5.6</td>
<td>5.1</td>
</tr>
<tr>
<td>15:51:31.6</td>
<td>-2:44:05</td>
<td>4.2</td>
<td>0.9</td>
<td>-13.9</td>
<td>6.2</td>
<td>4.6</td>
</tr>
<tr>
<td>15:51:35.8</td>
<td>-2:44:26</td>
<td>15.7</td>
<td>4.0</td>
<td>30.4</td>
<td>7.3</td>
<td>3.9</td>
</tr>
<tr>
<td>15:51:33.0</td>
<td>-2:44:26</td>
<td>9.7</td>
<td>1.3</td>
<td>37.8</td>
<td>3.8</td>
<td>7.4</td>
</tr>
<tr>
<td>15:51:31.6</td>
<td>-2:44:26</td>
<td>11.5</td>
<td>2.7</td>
<td>34.5</td>
<td>6.7</td>
<td>4.2</td>
</tr>
<tr>
<td>15:51:35.8</td>
<td>-2:44:47</td>
<td>7.2</td>
<td>3.4</td>
<td>29.9</td>
<td>13.5</td>
<td>2.1</td>
</tr>
<tr>
<td>15:51:34.4</td>
<td>-2:44:47</td>
<td>10.6</td>
<td>2.4</td>
<td>19.8</td>
<td>6.5</td>
<td>4.4</td>
</tr>
<tr>
<td>15:51:33.0</td>
<td>-2:44:47</td>
<td>12.1</td>
<td>2.3</td>
<td>-7.1</td>
<td>5.5</td>
<td>5.3</td>
</tr>
<tr>
<td>15:51:33.0</td>
<td>-2:45:08</td>
<td>7.6</td>
<td>2.7</td>
<td>22.5</td>
<td>10.1</td>
<td>2.8</td>
</tr>
</tbody>
</table>
Figure 3.6 shows that the L183 core is elongated in a north-south direction, consistent with previous submillimetre maps of the core (Kirk, 2002). The core extends beyond the edges of the field of view to the north and the south. The flux density at the southern edge of the map is \( \sim 80 \) mJy/beam, and at the northern edge is \( \sim 150 \) mJy/beam. The FWHM dimensions of the core are \( 105'' \times 48'' \) (0.06 \( \times \) 0.03 pc), giving an aspect ratio at this contour of 2.2. The centre of the core becomes progressively more circular, with aspect ratios at the 200 and 300 mJy/beam contours of 1.4 and 1.2 respectively. The major axis of the core has a position angle of \( \sim -17° \), measured north through east. The core appears to bend slightly, with the direction of the core's major axis changing from \( \sim 0° \) to the north of Dec. (1950) = \( -2° \text{ } 44'00'' \), to \( -23° \) south of this line. The intensity falls off more steeply to the west of the core than the east.

From Figure 3.6 it is seen that there are vectors at most points within the 100 mJy/beam contour. The exception to this is to the west of the core where two of the vectors within this contour have been clipped. The polarisation vectors appear to have a lower polarisation percentage in the centre of the core than elsewhere. The implications of this are discussed in Section 3.5.2.

The vector direction is fairly uniform over the core, and indicates an average magnetic field direction of \( 28° \pm 3° \). It is important to check that there is no systematic change in the direction of the vectors for different regions of the core. This is because the calculation of the magnetic field strength carried out in Section 3.7.3 requires the dispersion of the polarisation vectors. A systematic change in the field direction would increase this dispersion, and so affect the calculated field strength. The average position angle was calculated for two subsets of vectors (northern half and southern half), which are approximately equal in size and are separated by a line at Dec. (1950) = \( -2° \text{ } 44'00'' \). The average position angle to
the north of this line is $29^\circ \pm 3^\circ$, and to the south is $25^\circ \pm 6^\circ$. This difference is approximately $1\sigma$, therefore I conclude that there is no significant change in the direction of the field in the plane of the sky.

The position angle that the major axis of the core makes on the plane of the sky is offset by $\sim 44^\circ \pm 6^\circ$ from the magnetic field direction. This is qualitatively similar to the results obtained for the L1544 and L43 cores, strengthening the argument that the cores are not dominated by either the magnetic field or the turbulence (see Section 3.1). The physical parameters for the L183 core are summarised in Table 3.6.

The theoretical $1\sigma \, I_p$ sensitivity estimated using Equation 2.9, for the 98 observations used in the reduction, is approximately 3 mJy/beam. This value is based on an NEFD of 80 mJyHz$^{-\frac{1}{2}}$, typical of good conditions at the telescope. The observed $1\sigma \, I_p$ sensitivity, averaged over all of the vectors is 3.1 mJy/beam, which is consistent with the theoretical prediction.

The new data for the L183 core confirm the conclusions made by Ward-Thompson et al. (2000), in that the magnetic field direction is uniform over the scale of the map, and offset in direction from the core's minor axis. As discussed in Section 1.5.4, the Chandrasekhar-Fermi technique requires that the magnetic field is not tangled, but has only minor turbulent perturbations on an otherwise uniform field. Therefore the Chandrasekhar-Fermi method can be applied to L183 to measure the field strength in the plane of the sky. This analysis is carried out in Section 3.7.3.
Table 3.6: Summary of the physical parameters of the prestellar cores L1544, L43 and L183, including the position angles (measured north through east) of the core major axis, the average field direction and the offset between them.

<table>
<thead>
<tr>
<th></th>
<th>L1544</th>
<th>L43</th>
<th>L183</th>
</tr>
</thead>
<tbody>
<tr>
<td>RA (1950)</td>
<td>05:01:15</td>
<td>16:31:44</td>
<td>15:51:32</td>
</tr>
<tr>
<td>Distance (pc)</td>
<td>140 ± 25</td>
<td>130 ± 20</td>
<td>110 ± 10</td>
</tr>
<tr>
<td>Dust Temperature (K)</td>
<td>10 ± 3</td>
<td>10 ± 3</td>
<td>8.2 ± 0.4</td>
</tr>
<tr>
<td>Mass (M☉)</td>
<td>2.5 ± 1.0</td>
<td>3.0 ± 1.0</td>
<td>1.8 ± 0.6</td>
</tr>
<tr>
<td>Major Axis Direction</td>
<td>-38° ± 5°</td>
<td>-53° ± 5°</td>
<td>-17° ± 5°</td>
</tr>
<tr>
<td>Field Direction</td>
<td>23° ± 3°</td>
<td>-21° ± 2°</td>
<td>27° ± 3°</td>
</tr>
<tr>
<td>Offset</td>
<td>61° ± 6°</td>
<td>32° ± 6°</td>
<td>44° ± 6°</td>
</tr>
</tbody>
</table>

3.5.2 The Central Depolarisation of L183

Figure 3.6 and Table 3.5 show that the percentage polarisation is lower at the centre of the L183 core, where the total intensity is higher. This could indicate an anti-correlation between \( p \) and \( I \). Figure 3.7 illustrates this depolarisation more clearly, and shows the minimised \( \chi^2 \) linear fit to the data.

Depolarisation at higher densities has commonly been seen in polarisation observations of different regions, e.g. OMC-1 (Schleuning, 1998) and OMC-3 (Matthews et al., 2001) in the Orion molecular cloud, L1551 (Lazarian, Goodman, & Myers, 1997) in the \( \rho \) Ophiuchi molecular cloud and W51 e1/e2 (Lai et al., 2001). Many possible causes have been suggested, including observational artefacts, unresolved structure in the magnetic field, and a decrease in the efficiency of polarised emission at high density.

One explanation that has been proposed for the depolarisation is that it is a systematic effect introduced by the method of observation. The chopping technique used to remove sky emission (see Section 2.2) involves subtracting a reference beam
from the source beam. If the object being studied is embedded in lower density material, the emission from this material will be subtracted from the source. If this extended emission is polarised, the measured polarisation will be incorrect.

Matthews et al. (2001) carried out a study to quantify this effect by simulating the subtraction of reference beams with different polarisation states from a source beam. They showed that if there is significant polarised flux in the reference beam, and the direction of polarisation is offset in the two beams, then both the measured degree of polarisation and position angle will be incorrect. However, the measured position angle will be a function of the relative flux densities in the two beams and will therefore be expected to change as a function of position in the map. As the position angle is consistent across the polarisation map of L183, this depolarisation mechanism is ruled out.

Figure 3.7: Graph showing percentage polarisation of L183 against total intensity, showing a decrease in the polarisation towards the centre of the core. The weighted line of best fit is shown.
If the position angle of the polarisation is offset in the source and reference beam by 0° or 90°, the correct position angle will be recovered. However the percentage polarisation will be underestimated or overestimated respectively. Both of these effects will be more significant when the flux in the reference beam is a substantial fraction of the source beam. The effect of the former case will therefore be a depolarisation at lower source intensity, the opposite of what is seen. The latter case will cause an enhanced degree of polarisation at lower source intensity, similar to the observed trend.

Matthews et al. (2001) showed that for depolarisation arising this way, the gradient of a graph of log $p$ vs. log $I$ should decrease towards higher source intensity. Figure 3.8 shows the polarisation data for L183 plotted in this way, with the minimised $\chi^2$ power law shown in grey. Though there is a large amount of scatter in the graph, the gradient does appear to change as a function of $I$. However, the slope increases towards higher intensity, disagreeing with their prediction.

This increase has been highlighted by calculating the least squares power law fits for the data falling either side of the apparent change in the slope (shown by a dashed line in Figure 3.8). These are plotted as solid black lines. At low intensity, the data are consistent with $p \propto I^0$, whereas at high intensity, the best fit is $p \propto I^{-2}$.

Matthews et al. (2001) also showed that in the extreme case of the reference beam flux density being 25% of the source peak, and the degree of polarisation double that of the source, the slope of the graph is $-0.55$. This slope is plotted as a dotted line on Figure 3.8 and has too low a gradient to fit the data. I therefore conclude that the depolarisation observed in L183 is not caused by chopping onto polarised extended emission.
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Figure 3.8: Log-Log plot of the percentage polarisation versus Stokes $I$ for the L183 polarimetry data. The grey solid line is a least squares fit to the entire data. The dashed line indicates the position of a possible break. The black solid lines are least squares fits to the low intensity. The dotted line shows the maximum depolarisation that can be explained by a polarised reference beam.

An alternative explanation for the depolarisation, is that a number of different field directions are sampled by the telescope beam. This can be caused by structure in the magnetic field on scales smaller than the beam, or a changing magnetic field along the line of sight.

Depolarisation caused by small scale structure in the telescope beam has been shown observationally for OMC-1 in the Orion nebula. This region has been mapped at 100 and 350 $\mu$m with resolutions of 35$''$ and 18$''$ respectively (Schleuning, 1998) and at 1.3 mm at a resolution of 30$''$ (Leach et al., 1991). The direction of polarisation is consistent at each wavelength. In each map, the percentage polarisation decreases towards the Kleinmann-Low (KL) nebula, which is the highest
density region. The 100 μm map is shown in the left panel of Figure 3.9.

Rao et al. (1998) mapped the KL nebula with the BIMA array at 1.3 and 3.3 mm, with a beam size of $4.4'' \times 2.4''$ and $6.8'' \times 2.8''$ respectively. The 3 mm map is shown in the right-hand panel of Figure 3.9. The BIMA maps show that there is structure in the magnetic field that is unresolved by the maps with poorer resolution. The averaging of the different polarisation angles would cause a decrease in the observed percentage polarisation.

![Figure 3.9: Polarisation map of the OMC-1 region showing polarisation vectors, mapped at a resolution of 35'', together with a high resolution (6.8'' $\times$ 2.8'') BIMA polarisation map of the emission peak (Weintraub et al., 2000).](image)

If this is the cause of the depolarisation, it appears that there is structure on smaller scales than we can currently resolve. Lai et al. (2002) has observed depolarisation towards the centre of NGC 2024 in the Orion B molecular cloud, with a resolution of 2''.

Polarimetry observations of the OMC-3 filament (Matthews et al., 2001) show depolarisation towards the filament axis that is not restricted to the bright cores embedded along the axis. The authors interpret this depolarisation as arising from
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the changing magnetic field along the line of sight caused by a helical field running along the filament.

Although L183 appears to be part of a filament, there is no indication that the level of depolarisation is related to the distance from the filament axis. Therefore we rule this out as an explanation for L183.

The depolarisation could be caused by a change in the properties of the grains in the dense regions of molecular clouds. As discussed in Section 1.5.2, the Davis-Greenstein mechanism for grain alignment requires that the grains be both elongated and spinning. It has been shown that at the high densities of prestellar cores, volatile materials such as CO can condense onto the surface of grains (e.g. Redman et al., 2002). These mantles will tend to make the grains more spherical, which will decrease the polarisation efficiency (Goodman et al., 1995).

As discussed in Chapter 1, in order to align the grains, the alignment time-scale must be shorter than the gas damping time. This condition is less likely to be upheld in the dense regions of clouds for two reasons. The higher density causes an increased rate of collisions between the grains and gas particles, therefore decreasing the gas damping time. Also, the majority of the hydrogen is molecular, therefore the Purcell mechanism for achieving suprathermal rotation will be less efficient. This will reduce the rotation rate of grains and therefore increase the alignment time-scale (Lazarian et al., 1997).

Of these different potential causes for the depolarisation, the most likely seems to be some combination of a number of mechanisms. These are the growth of more spherical grains by adsorption of molecules from the gas phase, reduced alignment efficiency caused by decreased amounts of atomic hydrogen, an increase in the rate
of collisional de-alignment, and structure in the magnetic field on scales that are unresolved by the telescope.

The regions of the core from which the polarised emission arises can be investigated by considering a map showing the polarised intensity. Figure 3.10 shows a map of L183, overlaid with vectors of polarised intensity rather than percentage polarisation. The position angle of the vectors show the magnetic field direction. A vector of length $1''$ represents a polarised intensity of $1 \text{ mJy/beam}$.

Inspection of Figure 3.10 indicates that there may be a small reduction in the...
polarised intensity towards the peak of the total intensity. In order to investigate this, a graph of polarised intensity vs. total intensity is plotted in Figure 3.11. The least squares linear fit to the data does indeed have a negative slope, however, a line with a slope of zero is not a significantly poorer fit.

![Figure 3.11: Graph showing percentage polarisation against total intensity for L183. The least squares line of best fit is plotted.](image)

If the depolarisation were so severe that the central region of the core was not emitting any polarised flux, then the observed polarised intensity would be due to emission from a shell around a high density 'inner core'. As a result of limb brightening effects, we would not expect the polarised intensity from such a configuration to be centrally peaked.

Though the polarised intensity data for L183 shown in Figure 3.11 are very noisy, it is clear that the polarised intensity is not centrally peaked. We therefore infer that the polarised emission in L183 is probably arising from a thick shell surrounding a small inner core. The size of the inner core is taken as being the 200 mJy/beam contour. The reason for this is that if the vectors that lie within
this contour are removed, the best fit to the remaining data in Figure 3.11 has a positive slope. This structure is used in Section 3.6.1 when calculating the volume density of the region emitting the polarised flux.

There are insufficient vectors in the L1544 map to assess the extent of any depolarising effects, and the influence of the outflow on the morphology of the L43 map makes interpreting any depolarisation more difficult.

3.6 Measuring the Magnetic Field Strength — Theory

The Chandrasekhar-Fermi method can be used to estimate the plane of sky magnetic field strength using polarimetry data (see Section 1.5.4). This technique requires the volume density of the region considered, the turbulent velocity dispersion and the dispersion of the polarisation vectors. In this section, these three parameters are discussed in turn. The technique is applied to the three cores in Section 3.7.

3.6.1 Core Density

The volume number density of hydrogen molecules per m$^3$, $n(H_2)$, can be calculated if the mass of the cloud is known. Rearranging Equation 1.16, we obtain:

$$n(H_2) = \frac{\rho}{2.8m_H} = \frac{3M}{4\pi r_1 r_2 r_3 \frac{1}{2.8m_H}},$$

(3.2)
where $M$ is the cloud mass, and $\frac{4}{3}\pi r_1 r_2 r_3$ is the volume of cloud encompassed by the aperture. It is assumed that the line of sight radius ($r_3$) is the mean of the two radii in the plane of sky ($r_1$ and $r_2$). The mass and volume can be calculated from the flux density and radii respectively.

In order to calculate the magnetic field strength, we require the volume density of the region for which we have reliable polarisation vectors. These vectors are generally restricted to the central high density area of the core, as the signal to noise ratio is higher in these regions. The average volume density calculated using the mass and volume of the whole core will therefore be an underestimate.

One way to measure the volume density in this central region is simply to use a smaller aperture. However, Equation 3.2 will yield an overestimate, as the mass is calculated from the flux received from a cylinder through the core, whereas the volume is based on a smaller spheroid. This is illustrated in Figure 3.12.

Calculating the volume of the central region as a cylinder rather than a spheroid is one way to resolve this inconsistency. The length of the cylinder being the average diameter of the whole cloud on the plane of the sky. This technique should be preferable to calculating the average density over the whole cloud, as it includes a smaller amount of low density material.

Ideally, we would also like to remove the low density material in the foreground and background from our mass estimate, and therefore calculate the density of a small spheroidal core (shaded dark grey in Figure 3.12). Calculating the mass and volume of both the whole core and the cylinder allows us to calculate the density of the (unshaded) region outside the cylinder. Subtracting the volume of the small spheroidal core from that of the cylinder yields the volume of the foreground and
background material (shaded light grey). Assuming that this material has the
same density as the region outside the cylinder, we can estimate the mass of the
low density material in the cylinder. We can now calculate the mass and volume
of the inner core, and use Equation 3.2 to calculate the volume density. The values
we find for each core are calculated in Section 3.7.

![Model of a core](image)

Figure 3.12: Model of a core, showing a large spheroidal core, and the relative volumes
of a small inner core and the cylinder from which the flux in a small aperture originates.

### 3.6.2 Velocity Dispersion

The molecular line used to calculate the line of sight velocity dispersion, is that of
the rotation transition $N_2H^+ (J = 1 \rightarrow 0)$ at 3.22 mm. $N_2H^+$ is an ideal molecule
for probing the dense interiors of prestellar cores. Like NH$_3$, it has a high critical
density and so only traces the material in the dense cores of clouds. It is not prone
to depletion onto grain surfaces, and is therefore generally observed to be centrally
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peaked and coincident with the dust continuum peak (e.g. Tafalla et al., 1998). This is shown in Figure 3.13, where the 850 µm SCUBA map is compared to the \( \text{N}_2\text{H}^+ \) map of Caselli et al. (2002). The SCUBA map has been smoothed to the resolution of the \( \text{N}_2\text{H}^+ \) map.

![Figure 3.13: (a) & (b). Maps of the L183 prestellar core, made with (a) SCUBA, and (b) the \( \text{N}_2\text{H}^+ \) line (Caselli et al., 2002). The SCUBA map has been smoothed to a resolution of 54" to be comparable with the molecular line map.](image)

The \( \text{N}_2\text{H}^+ (J = 1 \rightarrow 0) \) line contains hyperfine structure as a result of interactions between the spins of the nitrogen nuclei and the unpaired electrons. This creates substructure in the line profile that can be modelled to determine parameters such as the linewidth, excitation temperature and optical depth.

Each of the three cores have been mapped in \( \text{N}_2\text{H}^+ \) using the FCRAO 14 m telescope, with a spatial resolution of 54" and a spectral resolution of 20 kHz (Caselli et al., 2002). The maps were made with Nyquist sampling for L1544 and L43 and beam sampling for L183. The values for the linewidth used are taken from the peak of the \( \text{N}_2\text{H}^+ \) maps, and are given in Table 3.7.

Caselli et al. (2002) quote the dimensions of the major and minor axes of the cores in their sample after deconvolving the 54" beam. These sizes are approxi-
Table 3.7: The observed N$_2$H$^+$ linewidths, and calculated turbulent linewidth.

<table>
<thead>
<tr>
<th>Source Name</th>
<th>$\Delta V_{\text{obs}}$ (kms$^{-1}$)</th>
<th>$\Delta V_{\text{turb}}$ (kms$^{-1}$)</th>
</tr>
</thead>
<tbody>
<tr>
<td>L1544</td>
<td>0.31 ± 0.01</td>
<td>0.28 ± 0.02</td>
</tr>
<tr>
<td>L43</td>
<td>0.36 ± 0.02</td>
<td>0.34 ± 0.03</td>
</tr>
<tr>
<td>L183</td>
<td>0.25 ± 0.02</td>
<td>0.22 ± 0.03</td>
</tr>
</tbody>
</table>

Initially 1.5 times larger than the sizes obtained from the SCUBA 850 µm maps (Kirk, 2002) once the beam-sizes have been deconvolved. This could indicate that the N$_2$H$^+$ maps are on average, sampling lower density material than the continuum maps or could be due to artefacts of the different mapping techniques.

The observed linewidth $\Delta V_{\text{obs}}$ contains contributions from thermal and turbulent motions. As the turbulent linewidth $\Delta V_{\text{turb}}$ is required for the Chandrasekhar-Fermi technique, the thermal component should be removed using:

$$\Delta V_{\text{therm}} = \sqrt{(8 \ln 2) \frac{kT}{\mu m_H}},$$

(3.3)

$$\Delta V_{\text{turb}}^2 = \Delta V_{\text{obs}}^2 - \Delta V_{\text{therm}}^2,$$

(3.4)

(Myers, 1983), where $k$ is the Boltzmann constant, $T$ is the kinetic temperature of the N$_2$H$^+$, and $\mu m_H$ is its molecular mass in kg. At the densities of prestellar cores, the gas and the grains are collisionally thermalised. Therefore the kinetic temperature for each core is assumed to be equal to the dust temperature, which is given in Table 3.6. The observed values of $\Delta V_{\text{obs}}$ and the calculated value of $\Delta V_{\text{turb}}$ are given in Table 3.7.
3.6.3 Vector Dispersion

In order to determine the polarisation vector dispersion across the map, the position angle $\theta$ and its measurement uncertainty $s_\theta$ were calculated for each point as described in Chapter 2. Using $s_\theta^{-2}$ as a weighting factor, the mean position angle $\bar{\theta}$ was calculated using:

$$\bar{\theta} = \frac{\sum_i \left( \frac{\theta_i}{s_{\theta i}^2} \right)}{\sum_i \left( \frac{1}{s_{\theta i}^2} \right)}.$$  \hspace{1cm} (3.5)

The dispersion in the polarisation angles $\delta \theta$ is calculated by averaging the deviations from $\bar{\theta}$, weighting again by $s_\theta^{-2}$:

$$\delta \theta = \sqrt{\frac{\sum_i \left( \frac{(\theta_i - \bar{\theta})^2}{s_{\theta i}^2} \right)}{\sum_i \left( \frac{1}{s_{\theta i}^2} \right)}}.$$  \hspace{1cm} (3.6)

$\bar{\theta}$ is known more accurately if it is calculated using more vectors. The uncertainty in $\bar{\theta}$ can be calculated using the dispersion $\delta \theta$ and the number of vectors $n$:

$$\delta \bar{\theta} = \frac{\delta \theta}{\sqrt{n}},$$  \hspace{1cm} (3.7)

Similarly, the uncertainty in the measured dispersion is determined by the number of vectors on which the dispersion is based. Since the mean error in the dispersion of a single vector is given by $\sigma_\theta$ (see below), the uncertainty in the dispersion over all the vectors $\delta_{\delta \theta}$ is given by:

$$\delta_{\delta \theta} = \frac{\sigma_\theta}{\sqrt{n}}.$$  \hspace{1cm} (3.8)
We would expect to measure some dispersion in the vectors as a result of noise in the data. In the absence of any intrinsic scatter in the vectors, the spatial dispersion should be equal to the temporal dispersion $\sigma_\theta$, i.e. the dispersion in the measurement of a single vector as a function of time throughout the observations. We can estimate $\sigma_\theta$ by averaging the measurement uncertainties $s_\theta$, which are based on the variation of the data that makes up each polarisation vector. If $\delta\theta$ is significantly greater than $\sigma_\theta$, it must be due to the vectors having some real intrinsic scatter.

$$\sigma_\theta = \frac{\sum_i \left( \frac{s_{\theta i}}{s^2_{\theta i}} \right)}{\sum_i \left( \frac{1}{s^2_{\theta i}} \right)}.$$  \hspace{1cm} (3.9)

The intrinsic dispersion ($\delta\theta_{int}$) is needed to determine the magnetic field strength and can be obtained from $\delta\theta$ by correcting for the contribution from $\sigma_\theta$ using:

$$\delta\theta_{int} = \sqrt{\delta\theta^2 - \sigma^2_\theta}.$$ \hspace{1cm} (3.10)

### 3.7 Measuring the Magnetic Field Strength — Data

#### 3.7.1 L1544

In order to calculate the volume density for the three cores, photometrically calibrated jiggle-maps were used (Kirk, 2002). As can be seen in Figure 3.2, there are only polarisation vectors in the central region of the core where the flux density is greater than 256 mJy/beam. This region has dimensions on the plane of the sky (assuming a distance of $140 \pm 25$ pc) of $0.013 \pm 0.002 \times 0.008 \pm 0.001$ pc.
The line of sight dimension is assumed to be 0.011 ± 0.003 pc, the average of the dimensions on the sky. The density of this central spheroid was calculated using the method described in Section 3.6.1 and is equal to $3.1 \times 10^5$ cm$^{-3}$.

The measured dispersion for L1544, based on the 9 vectors is $15^\circ \pm 2^\circ$. The expected dispersion based on the uncertainties in each vector is $5^\circ$. Subtracting this from the observed dispersion, yields an intrinsic dispersion of $14^\circ \pm 2^\circ$. Using an N$_2$H$^+$ turbulent linewidth of 0.28 kms$^{-1}$, Equation 1.15 yields a magnetic field strength of $110 \pm 50$ µG.

The uncertainty in the measured dispersion is estimated using Equation 3.8. As a result of the low number of vectors for L1544, this uncertainty is known less reliably. This is because the dispersion is more affected by individual vectors that deviate significantly from the mean position angle (e.g. the southern-most vector in Figure 3.2). Therefore it is only taken as an indication of the degree of uncertainty in the dispersion. It is worth noting that increasing this estimated uncertainty by a factor of 4, has only a small effect (a factor of 0.3) on the estimated uncertainty in the magnetic field strength.

Crutcher & Troland (2000) observed the Zeeman effect in 18 cm OH emission, using the Arecibo telescope. They measured a line of sight field strength of 11 µG. At this wavelength, the Arecibo telescope has a 3' beam, which at the distance of L1544 corresponds to 0.12 pc.

The simplest explanation for this discrepancy is that the direction of the magnetic field is closer to the plane of the sky than to the line of sight. Using the inclination angle of 20° suggested by Ciolek & Basu (2000) (see Section 3.3), the Zeeman measurements imply a total magnetic field strength of 32 µG. This com-
pares to 112 μG calculated using the Chandrasekhar-Fermi method, assuming the
same inclination angle. In addition, the ambipolar diffusion models discussed in
Section 3.3 predict that at time $t_2$, the magnetic field strength on a scale of 0.1 pc
is approximately 1.5 times smaller than the equivalent strength measured on the
scale of these polarisation maps. Taking this into account, the Zeeman observations
and the Chandrasekhar-Fermi method disagree by a factor of $\sim 2$.

Crutcher & Troland (2000) argued that the OH emission does not sample the
high density core. Their OH map of L1544 was consistent with the CO maps
made by Tafalla et al. (1998), and the same column density was calculated using
the different measurements. In addition, the high resolution CO maps show no
evidence of the small dense core observed in the submillimetre continuum. If this
is the case, then the OH Zeeman measurements would sample the magnetic field
at lower densities where the field strength is expected to be lower.

In order to determine the level of support that the core is receiving from the
magnetic field, the ratio of the mass to magnetic flux is calculated using:

$$\left[ \frac{M}{\Phi} \right]_{\text{measured}} = \frac{2.8m_H n(H_2)(4/3)\pi r_1 r_2 r_3}{B \pi r_1 r_2} = \frac{3.73 n(H_2)m_H r_3}{B}, \quad (3.11)$$

and normalised to the critical mass to flux ratio, calculated using Equation 1.8:

$$\lambda = \frac{[M/\Phi]_{\text{measured}}}{[M/\Phi]_{\text{crit}}}. \quad (3.12)$$

For L1544, using the Chandrasekhar-Fermi method, $\lambda$ is equal to $1.0 \pm 1$,
implying that the cloud is approximately critical. Therefore the magnetic field is
approximately strong enough to support the core against collapse.
From the Zeeman observations, Crutcher & Troland (2000) found a mass to flux ratio that was 8 times larger than the critical value. However this requires that the magnetic field lies along the line of sight, and they argue that inclination effects could easily bring the mass to flux ratio down to unity.

The $B_{UV}$ model (Ciolek & Mouschovias, 1995) at times $t_2$ and $t_3$, and the $B_{UV-L1544}$ model (Ciolek & Basu, 2000) at time $t_3$, all predict field strengths in the plane of the sky of $\sim 40 \mu G$, and mass to magnetic flux ratios of 1–2 times the critical value. These values are consistent with the data presented here (less than 1.5$\sigma$ difference), if the direction of the field is very close to the plane of the sky.

### 3.7.2 L43

The polarisation vector dispersion was calculated in the same manner using the same vectors as those used to calculate the mean (see Section 3.4.1). The effect of the outflow from RNO 91 probably precludes the use of the Chandrasekhar-Fermi technique for other regions of the map. The measured dispersion of these vectors is $13^\circ \pm 1^\circ$, with an expected measurement dispersion of $4^\circ$. This yields an intrinsic dispersion of $12^\circ \pm 1^\circ$.

The L43 core has dimensions $0.045 \pm 0.007 \times 0.027 \pm 0.004$ pc. Measuring the flux density within this region, and assuming a line of sight dimension of $0.036 \pm 0.009$ pc, yields a density of $2.2 \times 10^5$ cm$^{-3}$. A smaller spheroidal region that is coincident with the vectors used, has dimensions of $0.023 \pm 0.003 \times 0.016 \pm 0.002$ pc, with an assumed line of sight dimension of $0.019 \pm 0.004$ pc. The density for this region, calculated using the method described in Section 3.6.1 is $2.9 \times 10^5$ cm$^{-3}$. This density leads to a magnetic field strength (using Equation 1.15) of $140 \pm 50$
μG. Using Equations 3.11 and 3.12, \( \lambda \) for the L43 core is \( 1.3 \pm 1 \) times the critical value. To date there have been no Zeeman observations of the L43 core to compare with this result. However, we note that the calculated values of \( \lambda \) for L1544 and L43 are very similar.

### 3.7.3 L183

There are reliable polarisation vectors for most areas of the map, therefore all of the submillimetre emitting region appears to contribute to the polarised emission. Hence, the volume density was calculated assuming a simple triaxial spheroidal geometry rather than the model described in Section 3.6.1. The dimensions of this spheroid are \( 0.037 \pm 0.003 \times 0.018 \pm 0.002 \) pc, with an assumed line of sight dimension of \( 0.028 \pm 0.009 \) pc. The volume density of this spheroid is \( 2.9 \times 10^5 \) cm\(^{-3}\).

The measured dispersion of the polarisation vectors in L183 is \( 15^\circ \pm 1^\circ \). As discussed in Section 3.5.1, there is a small but not significant change in the direction of the magnetic field across the core. It is important to check whether or not this affects the measured dispersion. If the dispersion for each of the two halves of the core was significantly lower than for the whole core, it would not be appropriate to apply the Chandrasekhar-Fermi technique to the data. This is because the dispersion measured for the whole core would be being strongly influenced by the change in direction of the field. The measured dispersion for the northern half of the core (Dec. (1950) > \(-2^\circ 44'00''\)) is \( 13^\circ \pm 1.4^\circ \), and for the southern half (Dec. (1950) < \(-2^\circ 44'00''\)) is \( 18^\circ \pm 1.7^\circ \). These values only differ from the dispersion measured for the whole core at the 2\( \sigma \) level. We therefore maintain that the measured dispersion is caused by turbulent motions in the core, and not by a change in the field direction. The difference in the measured dispersion (if it
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is real) could be due to a gradient in the magnetic field strength across the core, though it could equally be caused by a gradient in the level of turbulence.

The measured dispersion of the vectors across the whole core is $15^\circ \pm 1^\circ$. After subtracting a measurement uncertainty of $6^\circ$, the intrinsic dispersion is calculated to be $14^\circ \pm 1^\circ$. Using a volume density of $2.9 \times 10^5$ cm$^{-3}$, an $N_2H^+$ turbulent linewidth of 0.22 kms$^{-1}$, and a vector dispersion of $14^\circ$, Equation 1.15 yields a magnetic field strength of $80 \pm 25$ μG. This yields a mass to flux ratio for the L183 core that is approximately 3 times the critical value.

If the high density inner core is not contributing to the polarised emission, as was discussed in Section 3.5.2, the flux density from this region should not be included in the calculation. The effect of this central region on the density was therefore investigated.

As discussed in Section 3.5.2, the 200 mJy/beam contour is taken to be the boundary of the inner core. The dimensions of this core are $0.01 \pm 0.001 \times 0.007 \pm 0.001$ pc, with an assumed line of sight dimension of $0.008 \pm 0.001$ pc. The density of this region is calculated as $8.3 \times 10^5$ cm$^{-3}$. The small size of this inner core means that when the mass and volume are removed from that of the large spheroid, the density of the large spheroid is only decreased to $2.8 \times 10^5$ cm$^{-3}$. In addition, the field strength is proportional to the square root of the volume density, therefore the reduced volume density has no significant effect on the calculated field strength, reducing it by only 2 μG.

Crutcher et al. (1993) observed the Zeeman effect from L183 in emission using the 18 cm OH lines. They found a 3σ upper limit of 16 μG. There are a number of possible reasons for the discrepancy between Zeeman measurement and the result
Table 3.8: Summary of parameters used to calculate the magnetic field strength.

<table>
<thead>
<tr>
<th>Parameter</th>
<th>L1544</th>
<th>L43</th>
<th>L183</th>
</tr>
</thead>
<tbody>
<tr>
<td>Measured dispersion ($\delta\theta$)</td>
<td>$15^\circ \pm 2^\circ$</td>
<td>$13^\circ \pm 1^\circ$</td>
<td>$15^\circ \pm 1^\circ$</td>
</tr>
<tr>
<td>Measurement uncertainty ($\sigma_\theta$)</td>
<td>$5^\circ$</td>
<td>$4^\circ$</td>
<td>$6^\circ$</td>
</tr>
<tr>
<td>Intrinsic dispersion ($\delta\theta_{\text{int}}$)</td>
<td>$14^\circ \pm 2^\circ$</td>
<td>$12^\circ \pm 1^\circ$</td>
<td>$14^\circ \pm 1^\circ$</td>
</tr>
<tr>
<td>Volume density ($n(\text{H}_2)$) ($\times 10^5 \text{cm}^{-3}$)</td>
<td>$3.1 \pm 2.5$</td>
<td>$2.9 \pm 1.8$</td>
<td>$2.9 \pm 1.6$</td>
</tr>
<tr>
<td>Turbulent linewidth ($\Delta V_{\text{turb}}$) ($\text{kms}^{-1}$)</td>
<td>$0.28 \pm 0.02$</td>
<td>$0.34 \pm 0.03$</td>
<td>$0.22 \pm 0.03$</td>
</tr>
<tr>
<td>Magnetic field strength ($B_{\text{pos}}$) ($\mu\text{G}$)</td>
<td>$110 \pm 50$</td>
<td>$140 \pm 50$</td>
<td>$80 \pm 25$</td>
</tr>
<tr>
<td>Mass to flux ratio ($\lambda$)</td>
<td>$1.0 \pm 1$</td>
<td>$1.3 \pm 1$</td>
<td>$3.1 \pm 2$</td>
</tr>
</tbody>
</table>

presented here. These were discussed in Section 3.7.1. The parameters used in the above calculations are given in Table 3.8.

3.8 Summary and Conclusions

In this chapter I have used previously published polarimetry data of L1544, L43 and L183 (Ward-Thompson et al., 2000), together with a new, much deeper map of L183, to measure the dispersion of the magnetic field lines on the plane of the sky. The new polarimetric map of L183 represents the deepest polarimetry map made to date of a prestellar core. The new data have confirmed the conclusions made by Ward-Thompson et al. (2000) that the magnetic field is uniform in direction, and is offset significantly from the core's minor axis.

I have shown that when this result is considered with other observational data of L1544, no theoretical model can satisfactorily explain all of the data. This is summarised in Table 3.2.

I have used the Chandrasekhar-Fermi technique to determine the magnetic field strength in the plane of the sky from the measured dispersion of the polar-
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isation vectors. For L1544, L43 and L183, this is equal to $110 \pm 50$, $140 \pm 50$ and $80 \pm 25 \mu G$ respectively. These are larger than the typical line of sight field strengths measured using the Zeeman effect for cores of this mass. However, this is to be expected as the Zeeman observations preferentially sample lower density material. The mass to magnetic flux ratio for the three cores has been determined, and compared to the critical value for magnetic support. These indicate that the cores are either approximately critical or marginally supercritical.

As noted in Chapter 1, the magnetic field strengths measured using this method are projections onto the plane of the sky. For any one cloud, the true field strength could be larger. Over a large enough sample of cores, the true field strength will on average be 22% larger. Consequently, the average value of $\lambda$ will be reduced by 22%.

The result that the cores may be supercritical is consistent with the observations of infalling material towards L1544 and L183, and especially the evidence that in L1544 both the neutrals and the ions are undergoing infall (Tafalla et al., 1998). Crutcher (1999) compiled all of the Zeeman observations of molecular clouds carried out thus far. He found that the average mass to flux ratio was approximately twice the critical value. This is also consistent with the results presented here.

Ambipolar diffusion models predict the formation of a supercritical core after a period of quasi-static contraction. Our results can be made to be consistent with this picture. However, these observations do not rule out models that are dominated by turbulence, which are magnetically supercritical at all times. Ambipolar diffusion models predict that cores are subcritical earlier in their evolution. Observations of cores at this younger age might be able to distinguish between turbulent and ambipolar diffusion models.
The Chandrasekhar-Fermi technique has been shown to yield magnetic field strengths that are consistent with our current understanding of star formation, and to provide a way of measuring field strengths on a smaller scale than is possible with any other technique.
Chapter 4

Scan-map Observations of Three Molecular Clouds

4.1 Introduction

In this chapter I present scan-map data for three molecular clouds, Orion B, L1689 and RCrA. Each region was mapped at 450 μm and 850 μm. The aspects of the data reduction that are specific to each region are discussed. The features of each map are discussed and the flux density from each object in the maps is measured. The results are analysed in Chapter 5.

4.2 The Orion B Molecular Cloud

The Orion giant molecular cloud is the closest high mass star-forming region (Genzel & Stutzki, 1989). It is located approximately 400 pc from the sun (Brown, de
The molecular cloud is illustrated in Figure 4.1, which shows the IRAS 100 μm map, with the brighter stars of the familiar constellation of Orion overlaid.

The molecular cloud is composed of two parts. The Orion A cloud (L1976) is located in the sword of the Orion constellation. It contains the Orion Nebula (M42), which is the most active site of current star formation in the region, and houses the Trapezium cluster of O and B stars. The Orion B cloud (L1630) lies approximately 5° (35 pc) north of Orion A and is made up of two sub-clouds. The
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Orion B south cloud contains the star-forming region NGC 2023/2024, which can be found almost coincident with the eastern-most star in Orion's belt. NGC 2024 is the formation site of the only O stars in Orion B. This part of the cloud is the location of the famous Horsehead nebula. Orion B north is located 2.5° (17 pc) north of NGC 2024, and contains the NGC 2068/2071 and HH24-26 star-forming regions. The data presented in this thesis concern only the Orion B north region, which is hereafter simply called Orion B for brevity.

The distance to the Orion GMC was determined by Brown et al. (1994) using optical photometry of a large number of stars along the line of sight to the cloud. The distance modulus for each star was calculated, and compared to its extinction. The front of the cloud was the point at which the extinction begins to increase more rapidly with distance. This yielded a distance to the near-side of the cloud of $\sim 320$ pc.

The distance to the rear of the cloud was calculated by comparing the extinction in front of each star (calculated using optical photometry), to the extinction along the entire line of sight (inferred from 100 µm emission). Stars at the back of (or beyond) the cloud, have an equal extinction calculated using both methods. This method yielded a distance of $\sim 500 \pm 30$ pc to the rear of the cloud.

The extent of the cloud along the line of sight of $\sim 180$ pc is comparable with its size on the plane of the sky, which is $\sim 120$ pc (assuming an average distance of $\sim 400$ pc).
4.2.1 Observations

Scan-map observations of the Orion B region were undertaken on the nights of 1998 December 15th – 17th. The observation details are given in Table 4.1. The atmospheric conditions were good on the nights of 1998 December 15th and 16th, with the atmospheric opacity low enough to obtain 450 μm data. On the 17th however, the conditions were considerably worse. This is shown in column 5 of Table 4.1, and the effects are clearly seen in the noise level of the maps (Table 4.2).

The observing strategy was to split the field into six regions and scan-map each region twice. The exception to this was LBS23, which was only mapped once. Each scan-map was carried out as discussed in Chapter 2, by making 6 ‘sub-maps’, each with a different chop configuration. The chop configurations used had chop throws of 20", 30" and 65" in both RA and Dec. The telescope pointing was checked at regular intervals throughout the nights using planets, secondary calibrators and local pointing sources.

The area mapped is illustrated in Figure 4.2, where the scan-mapped regions are overlaid on an optical image with contours of IRAS 100 μm emission. Table 4.1 gives the coordinates of the regions mapped, and the dates each region was observed.
Figure 4.2: Map of the Orion B region showing the scan-mapped areas (white boxes and labels). The background 0.5 μm image is taken from the Digital Sky Survey. The contours are IRAS 100 μm emission at levels of 100, 300, 600, 1000, 1500, 2000 and 2500 MJySr⁻¹. Both images were obtained using the skyview interface (McGlynn, 2003).
Table 4.1: The positions of each of the scan-maps of the Orion B molecular cloud. The atmospheric conditions over the course of each night are indicated by the 225 GHz optical depth in column 5.

<table>
<thead>
<tr>
<th>Region Name</th>
<th>Region Centre</th>
<th>UT Date</th>
<th>$\tau_{225,GHz}$</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>RA</td>
<td>Dec</td>
<td></td>
</tr>
<tr>
<td>LBS10-17</td>
<td>5:46:40</td>
<td>+0:00:00</td>
<td>1998 Dec 15</td>
</tr>
<tr>
<td>LBS11-16</td>
<td>5:46:40</td>
<td>+0:10:00</td>
<td>1998 Dec 15</td>
</tr>
<tr>
<td></td>
<td>5:47:30</td>
<td>+0:10:00</td>
<td>1998 Dec 16</td>
</tr>
<tr>
<td>LBS11-16</td>
<td>5:46:40</td>
<td>+0:10:00</td>
<td>1998 Dec 16</td>
</tr>
<tr>
<td>LBS5-6</td>
<td>5:47:15</td>
<td>+0:13:00</td>
<td>1999 Dec 15</td>
</tr>
<tr>
<td></td>
<td>5:47:30</td>
<td>+0:20:00</td>
<td>1998 Dec 16</td>
</tr>
<tr>
<td>LBS8</td>
<td>5:46:45</td>
<td>+0:23:00</td>
<td>1998 Dec 16</td>
</tr>
<tr>
<td>LBS23</td>
<td>5:46:10</td>
<td>-0:11:00</td>
<td>1998 Dec 17</td>
</tr>
</tbody>
</table>
4.2.2 Data Reduction

The data were reduced as described in Chapter 2. For each map, the reduction was carried out using the same method, with the exception of the baseline removal stage. This is because the different baseline removal (SCAN.RLB) routines are very sensitive to the morphology of the map, particularly low level flux density over large areas and regions of flux density near the edges of the map. In some cases a different routine was found to be more appropriate and to give a more accurate reconstruction.

The fact that different methods of removing the baseline can produce maps with very different appearances, means that it can be very difficult to decide unambiguously which reconstruction is the most reliable. Fortunately, most areas of sky in both the Orion B region and the L1689 region were scan-mapped more than once. The reason for this duplication was to improve the signal to noise ratio of each region, though as a by-product it gives an additional constraint on the true distribution of flux density on the sky due to the different scan directions or map offsets. This constraint has proved crucial in the reduction of these data and is well illustrated below.

The choice of baseline removal technique was relatively straightforward in the case of most of the Orion B data. As mentioned above, each area of sky was observed more than once, and each map was reduced individually using all available baseline removal routines. It was immediately apparent that the METHOD=SECTION routine produced maps with notably different morphology from the other techniques on a number of occasions. This is illustrated in Figure 4.3 which shows the LBS10-17 region, reduced using the MEDIAN and SECTION methods respectively.
Figure 4.3: (a) & (b). Figures showing the LBS10-17 region reduced with (a) MEDIAN and (b) SECTION methods, illustrating the differences that can occur with different methods.

As can clearly be seen, though the density peaks of the two maps are similar, the level that the peaks sit on is very different. Without additional information it would be difficult to decide which of the two reconstructions is the more accurate. Fortunately a duplicate scan-map of the region allows some ambiguity to be removed, as is demonstrated by Figure 4.4. When all four reconstructions are considered, it is clear that Figure 4.3(b) is anomalous. The SECTION routine produces anomalous results for a number of different maps, in each case the artefact being an area of elevated flux density roughly following the shape of the scan-map itself. This routine was therefore not used at all for the Orion B dataset.

The METHOD=LINEAR routine was also tried with a number of different values for the CHOP parameter (the distance from the end of the scan that is averaged to form one end of a linear interpolation along the scan — see Section 2.4.5). These give essentially the same reconstruction as the MEDIAN routine, but with some 'streaking' along the scan direction (evidence of the direction of the scan in the middle of the map). This is illustrated in Figure 4.5 which compares a
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Figure 4.4: (a) & (b). Figures showing a second scan-map of the LBS10-17 region, reduced with (a) MEDIAN and (b) SECTION methods, illustrating how a duplicate scan-map can remove some ambiguity in selecting a reduction technique.

MEDIAN and LINEAR reconstruction. This streaking is less apparent when a larger chop is chosen, but does not go away entirely. This streaking is probably due to incomplete removal of the baselines, caused by too little data being used to calculate each baseline.

Figure 4.5 also shows how flux density at the edge of a map can cause a problem with the reconstruction. The white area above the object at the far south of the map is an area of negative flux density which must be a reduction artefact as this is unphysical. This type of artefact is due to the baseline being fitted incorrectly. In this case it is easy to see why the baseline would be incorrectly fitted if a source is present in the region used to generate the fit. The median routine uses the whole scan to generate the baseline so is less susceptible to these artefacts. As a result of these issues, the MEDIAN routine was used for all of the Orion B data.

As a check on the reproducibility of the data, the flux density from each of the cores was measured for each individual scan-map. This showed that the majority
of the cores were consistent within $2\sigma$ in all scan-maps.

The primary calibrator Uranus was observed each night, and secondary calibrators observed at different times during the night showed that the calibration was consistent. As discussed in Chapter 2, the optimal way of co-adding the data into a single map is to do so before the dual beam is deconvolved. An implication of this is that different parts of the map, that were made on different nights, could potentially have different calibrations. To get round this problem, a number of composite calibration maps were made, using data from different nights. This enabled a map that was composed of data observed on two different nights to be calibrated using a map of Uranus made with data obtained on the same two nights.

Sources that were unresolved at 850 $\mu$m in the 14" JCMT beam were calibrated in Jy/beam. Extended objects were calibrated by measuring the flux within an aperture, and comparing this value to the flux density measured within the same sized aperture on a calibrator map. The choice of aperture size is discussed in
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The 450 \( \mu m \) maps were smoothed to the resolution of the 850 \( \mu m \) maps, and the data were measured using the same technique as for the 850 \( \mu m \) data. While this does cause a loss of resolution, it increases the signal to noise ratio, and causes the flux density measured for the two wavelengths to be equivalent. Undetected sources are given upper limits based on the level of noise in that region of the map.

The calibration factor was found to vary over the three nights of observations. It fluctuated by \( \pm 4\% \) at 850 \( \mu m \) and \( \pm 20\% \) at 450 \( \mu m \). These are taken to be the absolute calibration error on the data.

### 4.2.3 Data

Figures 4.6 and 4.7 show the reduced data for the Orion B region. The area mapped is approximately 0.2 square degrees, which at the distance of the Orion molecular cloud is equal to \( \sim 9 \) pc\(^2\). The maps are made up of a mosaic of six regions, each of which was mapped twice (with the exception of LBS23, which was only mapped once). The names of the regions are marked on the maps.

One of the two scan-maps of the LBS10-17 region has a higher noise level, and when included in the reduction, increases the 1\( \sigma \) noise level by a factor of 2 at 450 \( \mu m \). This scan-map was therefore left out of the reduction at this wavelength. The LBS23 region is not included in the 450 \( \mu m \) map, because the noise is significantly higher, and none of the sources present in the 850 \( \mu m \) map are detected. The reason for the increased noise level in this region is that conditions were significantly poorer, as shown in Table 4.1.
Table 4.2: Table showing the noise levels for each region of the Orion B maps

<table>
<thead>
<tr>
<th>Region Name</th>
<th>Region Centre</th>
<th>1σ noise (Jy/beam)</th>
</tr>
</thead>
<tbody>
<tr>
<td>LBS10-17</td>
<td>5:46:40</td>
<td>+0:00:00</td>
</tr>
<tr>
<td>LBS11-16</td>
<td>5:46:40</td>
<td>+0:10:00</td>
</tr>
<tr>
<td>LBS7</td>
<td>5:47:15</td>
<td>+0:13:00</td>
</tr>
<tr>
<td>LBS5-6</td>
<td>5:47:30</td>
<td>+0:20:00</td>
</tr>
<tr>
<td>LBS8</td>
<td>5:46:45</td>
<td>+0:23:00</td>
</tr>
<tr>
<td>LBS23</td>
<td>5:46:10</td>
<td>−0:11:00</td>
</tr>
</tbody>
</table>

The 1σ noise levels are given in Table 4.2. These were found by first subtracting a heavily smoothed map to remove the large scale structure. The background offset was calculated by measuring the mean value in the regions away from any sources. When measuring the flux density of any source, the background level appropriate for that map was taken into account.

Figures 4.6 and 4.7 show a number of sources and filaments. The majority of the sources appear to be associated with filaments. The morphology of the two maps is very similar at both wavelengths, and most sources are present in both maps. Some of the fainter filamentary structure that is detected at 850 μm is not seen in the 450 μm map, though this is to be expected as the noise level is higher in the short wavelength map.

We can identify a large number of cores and filaments in the data. The flux densities of the cores that have been detected are given in Table 4.3. The 450 μm data was smoothed to the resolution of the 850 μm data so that the flux values are comparable. This has the added advantage of increasing the signal to noise of the 450 μm data. For both 850 μm and 450 μm, the flux density of unresolved cores is quoted as Jy/14'' beam. The flux density from extended cores is given for the aperture size quoted in the table. Cores that are undetected at 450 μm are given
Figure 4.6: Scan-map of Orion B at 850 μm. Contours are 3σ, 5σ, 10σ, 15σ, 20σ, 25σ, 30σ. Contours are based on the map smoothed to a resolution of 18″.
Figure 4.7: Scan-map of Orion B at 450 μm. Contours are \(2\sigma\), \(3\sigma\), \(6\sigma\) and \(12\sigma\). Contours are based on the map smoothed to a resolution of 25".
upper limits in units of Jy/14" beam.

The sources are clustered in two regions. To the north of the map, in the LBS5-6 and LBS8 regions is the bright source NGC-2071IR at RA (2000) = 5\textdegree47\text{'4}04.8\text{"}, Dec. (2000) = +0° 21' 45" (source # 55), which is embedded in a large filament running in a north-west to south-east direction. The morphology of NGC-2071IR can be approximated by a Gaussian, surrounded by a number of low-level extensions.

There are very prominent extensions from the core to the north-east and the south-west, both of which are undetected in the short-wavelength map. This is notable, as other sources that have a similar 850 \mu m peak flux density, are clearly detected at 450 \mu m. This is probably caused by contamination by molecular line emission, and is discussed further in Chapter 5.

The north-west side of the filament does not contain many condensations, and is very broad. The filament shows an enhancement in density at coordinates RA (2000) = 5\textdegree46\text{'55.0\text{"}, Dec. (2000) = +0° 23' 30", along an axis that is perpendicular to the main filament axis. This is probably simply the superposition of a second filament, which is associated with source #49, at coordinates RA (2000) = 5\textdegree47\text{'01.1\text{"}, Dec. (2000) = +0° 26' 19". The south-east side of the filament contains a number of sources. The filament extends beyond the edges of the map, which gives it a minimum length of 2.8 pc, at the distance of the Orion B cloud.

South of NGC-2071IR in the LBS7 region, are a number of broad filaments, with very few condensations. Many of the filaments increase in brightness along their length. This could indicate a source at the end of the filament, as is clearly the case for source #48 in the LBS8 region (RA (2000) = 5\textdegree46\text{'28.2\text{"}, Dec. (2000) = +0° 19' 29"). Alternatively, the filaments being brighter at one end could be
explained by the filament bending round to lie closer to the line of sight. This second explanation is taken to be the case for the majority of the filaments in the LBS7 region, as the density peaks are very broad, and the increase in their flux density is often gradual along their length. This is illustrated in Figure 4.8.

Figure 4.8: An enlargement of the LBS7 region, showing the broad filaments, many of which are not associated with a source.

To the south of the map, in the LBS10-17 region, lie a number of sources, connected by a network of filaments. At the far south of the map, in the LBS23 region, are a number of sources that lie in a line running north-south. Apart from one of the sources being elongated in a north-south direction, there is no direct evidence of the filament itself. This non-detection could be attributed to the noise level being approximately 3 times larger in this region than in the rest of the map. I return to this region in Section 4.5, when I discuss the extraction of further information from the data. The data are then analysed in the following chapter.
Table 4.3: The position and measured flux of each core in the Orion B maps, at 850 μm and 450μm. Column 4 indicates whether or not the core is extended in the 14'' 850 μm JCMT beam. The peak flux is quoted for unresolved sources (columns 6 and 8), and the integrated flux within an aperture is given for extended sources (columns 7 and 9). The aperture size used is given in column 5. 3σ upper limits are quoted for sources that are undetected at 450 μm.

<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>5:46:03.7</td>
<td>-0:14:47</td>
<td>N</td>
<td>-</td>
<td>0.7</td>
<td>-</td>
<td>&lt; 39.3</td>
<td>-</td>
</tr>
<tr>
<td>2</td>
<td>5:46:04.9</td>
<td>-0:14:20</td>
<td>N</td>
<td>-</td>
<td>0.5</td>
<td>-</td>
<td>&lt; 39.3</td>
<td>-</td>
</tr>
<tr>
<td>3</td>
<td>5:46:07.4</td>
<td>-0:13:38</td>
<td>Y</td>
<td>42</td>
<td>-</td>
<td>2.9</td>
<td>&lt; 39.3</td>
<td>-</td>
</tr>
<tr>
<td>4</td>
<td>5:46:03.7</td>
<td>-0:12:12</td>
<td>N</td>
<td>-</td>
<td>0.4</td>
<td>-</td>
<td>&lt; 39.3</td>
<td>-</td>
</tr>
<tr>
<td>5</td>
<td>5:46:10.1</td>
<td>-0:12:19</td>
<td>N</td>
<td>-</td>
<td>0.5</td>
<td>-</td>
<td>&lt; 39.3</td>
<td>-</td>
</tr>
<tr>
<td>6</td>
<td>5:46:07.6</td>
<td>-0:11:52</td>
<td>N</td>
<td>-</td>
<td>0.5</td>
<td>-</td>
<td>&lt; 39.3</td>
<td>-</td>
</tr>
<tr>
<td>7</td>
<td>5:46:08.5</td>
<td>-0:10:45</td>
<td>Y</td>
<td>33</td>
<td>-</td>
<td>3.7</td>
<td>&lt; 39.3</td>
<td>-</td>
</tr>
<tr>
<td>8</td>
<td>5:46:08.2</td>
<td>-0:10:03</td>
<td>N</td>
<td>-</td>
<td>0.8</td>
<td>-</td>
<td>&lt; 39.3</td>
<td>-</td>
</tr>
<tr>
<td>9</td>
<td>5:46:06.1</td>
<td>-0:09:29</td>
<td>N</td>
<td>-</td>
<td>0.4</td>
<td>-</td>
<td>&lt; 39.3</td>
<td>-</td>
</tr>
<tr>
<td>10</td>
<td>5:46:30.9</td>
<td>-0:02:35</td>
<td>Y</td>
<td>32</td>
<td>-</td>
<td>2.4</td>
<td>-</td>
<td>6.1</td>
</tr>
<tr>
<td>11</td>
<td>5:46:28.1</td>
<td>-0:01:37</td>
<td>N</td>
<td>-</td>
<td>0.4</td>
<td>-</td>
<td>2.1</td>
<td>-</td>
</tr>
<tr>
<td>12</td>
<td>5:46:27.8</td>
<td>-0:00:52</td>
<td>Y</td>
<td>30</td>
<td>-</td>
<td>2.0</td>
<td>-</td>
<td>8.2</td>
</tr>
<tr>
<td>13</td>
<td>5:46:24.1</td>
<td>-0:00:01</td>
<td>Y</td>
<td>36</td>
<td>-</td>
<td>1.0</td>
<td>-</td>
<td>5.8</td>
</tr>
<tr>
<td>14</td>
<td>5:46:26.7</td>
<td>+0:01:08</td>
<td>N</td>
<td>-</td>
<td>0.5</td>
<td>-</td>
<td>3.1</td>
<td>-</td>
</tr>
<tr>
<td>15</td>
<td>5:46:27.4</td>
<td>+0:01:32</td>
<td>N</td>
<td>-</td>
<td>0.3</td>
<td>-</td>
<td>2.5</td>
<td>-</td>
</tr>
<tr>
<td>16</td>
<td>5:46:29.3</td>
<td>-0:01:09</td>
<td>N</td>
<td>-</td>
<td>0.4</td>
<td>-</td>
<td>&lt; 0.6</td>
<td>-</td>
</tr>
<tr>
<td>17</td>
<td>5:46:32.5</td>
<td>-0:00:38</td>
<td>N</td>
<td>-</td>
<td>0.3</td>
<td>-</td>
<td>1.5</td>
<td>-</td>
</tr>
<tr>
<td>18</td>
<td>5:46:33.4</td>
<td>-0:00:11</td>
<td>N</td>
<td>-</td>
<td>0.3</td>
<td>-</td>
<td>1.9</td>
<td>-</td>
</tr>
<tr>
<td>19</td>
<td>5:46:35.1</td>
<td>+0:00:34</td>
<td>N</td>
<td>-</td>
<td>0.4</td>
<td>-</td>
<td>2.7</td>
<td>-</td>
</tr>
<tr>
<td>20</td>
<td>5:46:37.7</td>
<td>+0:00:35</td>
<td>Y</td>
<td>28</td>
<td>-</td>
<td>1.2</td>
<td>-</td>
<td>7.4</td>
</tr>
<tr>
<td>21</td>
<td>5:46:42.5</td>
<td>-0:01:43</td>
<td>N</td>
<td>-</td>
<td>0.2</td>
<td>-</td>
<td>1.2</td>
<td>-</td>
</tr>
<tr>
<td>22</td>
<td>5:46:40.5</td>
<td>+0:00:35</td>
<td>N</td>
<td>-</td>
<td>0.4</td>
<td>-</td>
<td>3.4</td>
<td>-</td>
</tr>
<tr>
<td>23</td>
<td>5:46:39.4</td>
<td>+0:01:11</td>
<td>Y</td>
<td>28</td>
<td>-</td>
<td>1.3</td>
<td>-</td>
<td>7.4</td>
</tr>
<tr>
<td>24</td>
<td>5:46:42.9</td>
<td>+0:00:48</td>
<td>Y</td>
<td>29</td>
<td>-</td>
<td>1.3</td>
<td>-</td>
<td>10.9</td>
</tr>
<tr>
<td>25</td>
<td>5:46:47.4</td>
<td>+0:00:26</td>
<td>Y</td>
<td>35</td>
<td>-</td>
<td>2.4</td>
<td>-</td>
<td>13.8</td>
</tr>
<tr>
<td>26</td>
<td>5:46:48.2</td>
<td>+0:01:35</td>
<td>Y</td>
<td>34</td>
<td>-</td>
<td>1.9</td>
<td>-</td>
<td>15.8</td>
</tr>
</tbody>
</table>
Table 4.3: continued.

<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>27</td>
<td>5:46:49.9</td>
<td>+0:02:07</td>
<td>Y</td>
<td>36</td>
<td>-</td>
<td>2.1</td>
<td>-</td>
<td>17.5</td>
</tr>
<tr>
<td>28</td>
<td>5:46:40.3</td>
<td>+0:04:16</td>
<td>N</td>
<td>-</td>
<td>0.2</td>
<td>-</td>
<td>2.3</td>
<td>-</td>
</tr>
<tr>
<td>29</td>
<td>5:46:28.5</td>
<td>+0:04:26</td>
<td>N</td>
<td>-</td>
<td>0.2</td>
<td>-</td>
<td>&lt; 0.6</td>
<td>-</td>
</tr>
<tr>
<td>30</td>
<td>5:46:36.3</td>
<td>+0:05:49</td>
<td>N</td>
<td>-</td>
<td>0.3</td>
<td>-</td>
<td>2.9</td>
<td>-</td>
</tr>
<tr>
<td>31</td>
<td>5:46:45.9</td>
<td>+0:07:17</td>
<td>Y</td>
<td>52</td>
<td>-</td>
<td>2.8</td>
<td>-</td>
<td>25.9</td>
</tr>
<tr>
<td>32</td>
<td>5:46:51.9</td>
<td>+0:09:13</td>
<td>N</td>
<td>-</td>
<td>0.2</td>
<td>-</td>
<td>&lt; 0.6</td>
<td>-</td>
</tr>
<tr>
<td>33</td>
<td>5:47:36.9</td>
<td>+0:20:07</td>
<td>Y</td>
<td>35</td>
<td>-</td>
<td>1.2</td>
<td>-</td>
<td>7.8</td>
</tr>
<tr>
<td>34</td>
<td>5:47:32.6</td>
<td>+0:20:24</td>
<td>N</td>
<td>-</td>
<td>0.4</td>
<td>-</td>
<td>3.1</td>
<td>-</td>
</tr>
<tr>
<td>35</td>
<td>5:47:25.2</td>
<td>+0:18:49</td>
<td>N</td>
<td>-</td>
<td>0.2</td>
<td>-</td>
<td>1.6</td>
<td>-</td>
</tr>
<tr>
<td>36</td>
<td>5:47:24.9</td>
<td>+0:20:59</td>
<td>Y</td>
<td>35</td>
<td>-</td>
<td>2.6</td>
<td>-</td>
<td>13.4</td>
</tr>
<tr>
<td>37</td>
<td>5:47:26.4</td>
<td>+0:20:48</td>
<td>N</td>
<td>-</td>
<td>0.5</td>
<td>-</td>
<td>3.6</td>
<td>-</td>
</tr>
<tr>
<td>38</td>
<td>5:47:26.2</td>
<td>+0:19:56</td>
<td>N</td>
<td>-</td>
<td>0.3</td>
<td>-</td>
<td>1.9</td>
<td>-</td>
</tr>
<tr>
<td>39</td>
<td>5:47:15.3</td>
<td>+0:18:42</td>
<td>N</td>
<td>-</td>
<td>0.3</td>
<td>-</td>
<td>3.0</td>
<td>-</td>
</tr>
<tr>
<td>40</td>
<td>5:47:16.0</td>
<td>+0:21:24</td>
<td>N</td>
<td>-</td>
<td>0.4</td>
<td>-</td>
<td>2.2</td>
<td>-</td>
</tr>
<tr>
<td>41</td>
<td>5:47:10.5</td>
<td>+0:21:14</td>
<td>Y</td>
<td>28</td>
<td>-</td>
<td>1.5</td>
<td>-</td>
<td>10.8</td>
</tr>
<tr>
<td>42</td>
<td>5:47:12.4</td>
<td>+0:22:23</td>
<td>N</td>
<td>-</td>
<td>0.3</td>
<td>-</td>
<td>&lt; 0.5</td>
<td>-</td>
</tr>
<tr>
<td>43</td>
<td>5:47:01.7</td>
<td>+0:18:00</td>
<td>Y</td>
<td>32</td>
<td>-</td>
<td>1.2</td>
<td>-</td>
<td>11.4</td>
</tr>
<tr>
<td>44</td>
<td>5:47:06.8</td>
<td>+0:12:34</td>
<td>Y</td>
<td>29</td>
<td>-</td>
<td>0.8</td>
<td>-</td>
<td>7.0</td>
</tr>
<tr>
<td>45</td>
<td>5:47:04.6</td>
<td>+0:14:59</td>
<td>Y</td>
<td>53</td>
<td>-</td>
<td>1.4</td>
<td>&lt; 0.6</td>
<td>-</td>
</tr>
<tr>
<td>46</td>
<td>5:47:10.6</td>
<td>+0:13:23</td>
<td>Y</td>
<td>28</td>
<td>-</td>
<td>0.3</td>
<td>&lt; 0.6</td>
<td>-</td>
</tr>
<tr>
<td>47</td>
<td>4:47:05.2</td>
<td>+0:13:29</td>
<td>Y</td>
<td>27</td>
<td>-</td>
<td>0.3</td>
<td>&lt; 0.6</td>
<td>-</td>
</tr>
<tr>
<td>48</td>
<td>5:46:28.2</td>
<td>+0:19:29</td>
<td>Y</td>
<td>29</td>
<td>-</td>
<td>1.7</td>
<td>-</td>
<td>11.9</td>
</tr>
<tr>
<td>49</td>
<td>5:47:01.1</td>
<td>+0:26:19</td>
<td>Y</td>
<td>32</td>
<td>-</td>
<td>1.7</td>
<td>-</td>
<td>11.6</td>
</tr>
<tr>
<td>50</td>
<td>5:47:07.8</td>
<td>+0:25:08</td>
<td>N</td>
<td>-</td>
<td>0.2</td>
<td>-</td>
<td>&lt; 0.6</td>
<td>-</td>
</tr>
<tr>
<td>51</td>
<td>5:46:57.2</td>
<td>+0:23:56</td>
<td>N</td>
<td>-</td>
<td>0.4</td>
<td>-</td>
<td>3.6</td>
<td>-</td>
</tr>
<tr>
<td>52</td>
<td>5:46:59.1</td>
<td>+0:22:58</td>
<td>N</td>
<td>-</td>
<td>0.3</td>
<td>-</td>
<td>4.3</td>
<td>-</td>
</tr>
<tr>
<td>53</td>
<td>5:46:57.2</td>
<td>+0:20:11</td>
<td>N</td>
<td>-</td>
<td>0.4</td>
<td>-</td>
<td>&lt; 1.1</td>
<td>-</td>
</tr>
<tr>
<td>54</td>
<td>5:47:06.5</td>
<td>+0:22:35</td>
<td>Y</td>
<td>40</td>
<td>-</td>
<td>2.3</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>55</td>
<td>5:47:04.8</td>
<td>+0:21:45</td>
<td>Y</td>
<td>86</td>
<td>-</td>
<td>32.4</td>
<td>-</td>
<td>230.6</td>
</tr>
</tbody>
</table>
4.3 The L1689 Molecular Cloud

The L1689 molecular cloud is part of the $\rho$ Ophiuchi complex, which as discussed in Section 3.4 is located at a distance of $130 \pm 20$ pc from the sun. It was first detected by Lynds (1962) in a large study of the dark nebulae detected in the Palomar Observatory Sky Survey plates. The $\rho$ Ophiuchi complex was extensively mapped by Loren (1989) using $^{13}$CO at a resolution of 2.4'. The resulting map of the cloud is shown in Figure 4.9. The data showed that the molecular cloud is composed of a number of sub-clouds, the most massive of which is L1688. A number of filamentary clouds (L1709, L1740, L1744, L1755 and L1765) extend from L1688 in a north easterly direction, and are often called the streamers. To the south-east of L1688 lies L1689, which also has filamentary clouds (L1712 and L1729) extending in roughly the same direction. Loren measured masses for L1688 and L1689 of 1447 M$_\odot$ and 566 M$_\odot$ respectively, while the components of the streamers have lower masses of 100–300 M$_\odot$. The direction of the streamers turns to the south at the positions of both L1688 and L1689, forming a horseshoe shape in the case of L1688.

Loren (1989) noted that the morphologies of the two main clouds L1688 and L1689 are similar, in that the star formation in each cloud was concentrated at the western edge. He suggested that this was a result of an interaction with the Sco OB2 association, which lies to the west of the clouds. However, the star formation activity in the two clouds is very different. The star formation efficiency (SFE) of L1688 was calculated to be 34–47% (Wilking & Lada, 1983). L1689 appears to have a much lower SFE (Loren, Wootten, & Wilking, 1990), and as a result, has received less attention than its more active neighbour.
Figure 4.9: $^{13}$CO map of the ρ Ophiuchi complex, from Loren (1989). The contour levels give antenna temperatures $T_A(^{13}$CO) of 4, 5, 6, 7, 8, 10, 12, 14, 18 and 20 K. The names of the clouds are marked.
Loren et al. (1990) mapped the L1688, L1689 and L1709 clouds in DCO⁺, and discovered a dozen dense clumps, most of which lie in the more massive L1688 cloud. I have chosen to name the objects detected in DCO⁺ clumps and not cores, to avoid confusion with the prestellar cores that are detected in the submillimetre. DCO⁺ is only seen in the very cold and dense regions of the cloud, as the molecule is easily dissociated by nearby stars of moderate luminosity. The DCO⁺ clumps within L1688 have recently been mapped in the submillimetre continuum to determine the properties of their populations of prestellar and protostellar objects (Motte et al., 1998; Johnstone et al., 2000b). To date, there are no comparable published surveys of the L1689 cloud. In this Section, I discuss a large area SCUBA scan-map survey of the L1689 cloud. The results of this survey are analysed and comparisons with L1688 are made in Section 5.3.

4.3.1 Observations

Scan-map observations of the L1689 region were carried out between 1999 March 9th and 2000 April 12th. The details are given in Table 4.4. The atmospheric conditions were good on all nights. The scan-maps were performed in the same manner as for the Orion B region, though the chop throws used were 30″, 44″ and 68″. These chop throws are believed to give a better spatial frequency coverage. The telescope pointing was checked at regular intervals throughout the nights using planets, secondary calibrators and local pointing sources. The naming system for each scan-map is based either on its 1950 coordinates, or on any previously known sources within the region. The relative position of the different scan-maps is shown in Figure 4.10.
Figure 4.10: A composite map of the L1689 region showing the scan-mapped areas (white outline and labels). The background 0.5 μm image is taken from the Digital Sky Survey, obtained using the skyview interface (McGlynn, 2003). The contours are $^{13}$CO emission at $T_R^{(13}CO)$ of 4, 5, 6, 7, 8, 10, 12, 14, 18 and 20 K (Loren, 1989).

4.3.2 Data Reduction

As with the Orion B data, each area of the sky was scan-mapped more than once, though each subsequent scan-map was offset from the previous one to create a mosaic. The reason that this method of mosaicking was used, was to remove
4.3. THE L1689 MOLECULAR CLOUD

Table 4.4: The positions of each of the scan-maps made of the L1689 molecular cloud. The atmospheric conditions over the course of each night are indicated by the 225 GHz optical depth in column 5.

<table>
<thead>
<tr>
<th>Region Name</th>
<th>Region Centre</th>
<th>UT Date</th>
<th>$\tau_{225\text{GHz}}$</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>RA</td>
<td>Dec</td>
<td>1999 Apr 08</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>2000 Apr 10</td>
</tr>
<tr>
<td>R29-01</td>
<td>16:32:22.7</td>
<td>-25:07:50</td>
<td>1999 Aug 08</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>1999 Aug 09</td>
</tr>
<tr>
<td>L1689a</td>
<td>16:32:12.6</td>
<td>-25:03:21</td>
<td>1999 Mar 09</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>2000 Apr 10</td>
</tr>
<tr>
<td>L1689s</td>
<td>16:31:56.7</td>
<td>-24:58:52</td>
<td>1999 Aug 09</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>2000 Apr 10</td>
</tr>
<tr>
<td>R29-54</td>
<td>16:31:41.4</td>
<td>-24:48:09</td>
<td>2000 Apr 10</td>
</tr>
<tr>
<td>R53</td>
<td>16:31:39.6</td>
<td>-24:49:43</td>
<td>1999 Mar 09</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>2000 Apr 09</td>
</tr>
<tr>
<td>R29-39</td>
<td>16:32:11.5</td>
<td>-24:45:21</td>
<td>2000 Apr 09</td>
</tr>
<tr>
<td>R29-31</td>
<td>16:32:26.1</td>
<td>-24:37:20</td>
<td>2000 Apr 09</td>
</tr>
<tr>
<td>R30-31b</td>
<td>16:33:02.1</td>
<td>-24:37:17</td>
<td>2000 Apr 11</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>1999 Aug 09</td>
</tr>
<tr>
<td>R57</td>
<td>16:32:25.9</td>
<td>-24:28:20</td>
<td>1999 Mar 09</td>
</tr>
<tr>
<td>R57-SE</td>
<td>16:33:17.0</td>
<td>-24:32:16</td>
<td>1999 Mar 09</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>2000 Apr 10</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>2000 Apr 12</td>
</tr>
<tr>
<td>R30-16</td>
<td>16:33:01.9</td>
<td>-24:22:17</td>
<td>2000 Apr 12</td>
</tr>
<tr>
<td>R30-40</td>
<td>16:33:22.3</td>
<td>-24:46:16</td>
<td>2000 Apr 12</td>
</tr>
<tr>
<td>R30-31a</td>
<td>16:33:38.1</td>
<td>-24:37:15</td>
<td>2000 Apr 11</td>
</tr>
<tr>
<td>R31-31</td>
<td>16:34:14.1</td>
<td>-24:37:13</td>
<td>2000 Apr 11</td>
</tr>
<tr>
<td>R63</td>
<td>16:34:01.9</td>
<td>-24:28:13</td>
<td>1999 Aug 08</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>1999 Mar 09</td>
</tr>
<tr>
<td>L1689b</td>
<td>16:34:50.2</td>
<td>-24:38:04</td>
<td>1999 Aug 08</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>1999 Aug 09</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>2000 Apr 11</td>
</tr>
</tbody>
</table>
artefacts in the map caused by the edges of a scan-map being noisy relative to the centre. Another advantage of this method is that a bright source on the edge of a map will be in the middle of a subsequent map rather than being on the edge of both scan-maps which could cause problems with the baseline removal.

The L1689 data were more difficult to reduce in a reliable way, primarily because the region contains weaker sources. Other than the very bright IRAS 16293, the majority of the sources in L1689 are less than 0.3 Jy/beam, compared to the large number of sources brighter than 0.8 Jy/beam in the Orion B region. The lower flux density means that incorrectly fitted baselines and residual sky-noise are more significant. Also, L1689 contains large areas of extended low level emission comparable in size with the scan-map, which make the baselines difficult to fit.

As a result of these issues, different baseline removal methods are more appropriate for different scan-maps. In the majority of cases, MEDIAN or LINEAR gave more consistent results, though in a small number of cases, SECTION or the more time consuming SUB-MEDIAN methods were used. A reconstruction was deemed inaccurate if the map displayed obvious artefacts such as negative holes or large positive regions tracing the shape of the scan-map (see Figures 4.11(a) and 4.11(b) respectively). Also, if areas on the map differed from the consensus of overlying or surrounding scan-maps by more than 3σ, they were not included.

As is clear from this Section, reducing scan-map data is far from straightforward and should be carried out with great care. The reduction recipes and pipelines that may work reliably for other SCUBA modes such as jiggle-mapping are not appropriate for scan-map data and the data should be reduced using more interactive procedures.
4.3. THE L1689 MOLECULAR CLOUD

4.3.3 Data

Figures 4.12 and 4.13 show the reduced data for the L1689 region. Each map is comprised of 26 overlapping scan-maps. The area covered is approximately 0.5 square degrees, which at the distance of L1689, is equal to ~ 2.5 pc². Each map has been split up into 6 regions, which are marked on Figures 4.12 and 4.13. The 1σ noise level and the background offset for each of these regions is given in Table 4.5.

Figures 4.12 and 4.13 show that the L1689 region contains both differences and similarities to the maps of Orion B (Figures 4.6 and 4.7). In both regions, the maps consist of filaments with embedded cores. However, in the L1689 maps, there are much fewer sources, and the filaments are noticeably broader (by a factor of ~ 2 after accounting for the different distances to the two regions). From Figure 4.13, it is clear that there is very little detected in L1689 at 450 μm, other than the very bright source IRAS 16293-2422. Therefore only upper limits can be obtained.
for the rest of the sources at this wavelength. The rest of this discussion relates solely to the 850 μm map.

The flux densities of the L1689 cores are given in Table 4.6. Upper limits are given for most sources at 450 μm. For both 850 μm and 450 μm, the flux density of unresolved cores is quoted in Jy/14" beam. The flux density from extended cores is given for the aperture size quoted in the table.
Figure 4.12: The L1689 map at 850 μm. The contour levels are at $3\sigma$, $5\sigma$, $10\sigma$, $15\sigma$, $20\sigma$, $40\sigma$ and $80\sigma$. Contours are based on the map smoothed to a resolution of $18''$. The regions in Table 4.5 are shown as dotted lines. The identified cores are marked on the map.
Figure 4.13: The L1689 map at 450 µm. The contour levels are at 3σ, 5σ and 10σ. Contours are based on the map smoothed to a resolution of 18". The regions in Table 4.5 are shown as dotted lines.
4.3. THE L1689 MOLECULAR CLOUD

Table 4.6: The position and measured flux of each core in the L1689 maps, at 850 μm and 450μm. Column 4 indicates whether or not the core is extended in the 14'' 850 μm JCMT beam. The peak flux is quoted for unresolved sources (columns 6 and 8), and the integrated flux within an aperture is given for extended sources (columns 7 and 9). The aperture size used is given in column 5. 3σ upper limits are quoted for sources that are undetected at 450 μm.

<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>Peak (Jy/beam)</td>
<td>Int. (Jy)</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>Peak (Jy/beam)</td>
<td>Int. (Jy)</td>
</tr>
<tr>
<td>2</td>
<td>16:31:46.4</td>
<td>-24:51:13</td>
<td>Y</td>
<td>58</td>
<td>0.8</td>
<td>&lt; 4.9</td>
</tr>
<tr>
<td>3</td>
<td>16:31:53.5</td>
<td>-24:55:56</td>
<td>Y</td>
<td>59</td>
<td>1.4</td>
<td>&lt; 0.7</td>
</tr>
<tr>
<td>4</td>
<td>16:31:52.0</td>
<td>-24:56:15</td>
<td>Y</td>
<td>29</td>
<td>0.5</td>
<td>&lt; 0.7</td>
</tr>
<tr>
<td>5</td>
<td>16:31:59.9</td>
<td>-24:54:49</td>
<td>Y</td>
<td>44</td>
<td>0.4</td>
<td>&lt; 0.7</td>
</tr>
<tr>
<td>6</td>
<td>16:32:01.0</td>
<td>-24:56:44</td>
<td>N</td>
<td>0.4</td>
<td></td>
<td>&lt; 0.7</td>
</tr>
<tr>
<td>7</td>
<td>16:31:57.5</td>
<td>-24:57:39</td>
<td>Y</td>
<td>81</td>
<td>2.4</td>
<td>&lt; 0.7</td>
</tr>
<tr>
<td>8</td>
<td>16:32:23.0</td>
<td>-24:28:40</td>
<td>Y</td>
<td>98</td>
<td>32.6</td>
<td>131</td>
</tr>
<tr>
<td>9</td>
<td>16:32:29.3</td>
<td>-24:29:13</td>
<td>Y</td>
<td>88</td>
<td>15.2</td>
<td>72</td>
</tr>
<tr>
<td>10</td>
<td>16:34:48.6</td>
<td>-24:38:00</td>
<td>Y</td>
<td>103</td>
<td>3.6</td>
<td>&lt; 0.7</td>
</tr>
<tr>
<td>11</td>
<td>16:33:55.7</td>
<td>-24:42:06</td>
<td>N</td>
<td>0.1</td>
<td></td>
<td>&lt; 0.8</td>
</tr>
</tbody>
</table>

The map is composed of 4 approximately parallel filaments, that run the length of the map. These are highlighted in Figure 4.14, where the contours have been smoothed to a resolution of 1', to highlight the large scale structure. All of the sources in the map occur within these filaments. The axis of the filaments is parallel to the C18O filament that was detected in the neighbouring L1688 cloud (Wilking & Lada, 1983), and used by Loren (1989) to infer that the star formation in the ρ Ophiuchi cloud is triggered.

Filament 1 lies at the south-west of the map, and extends through the L1689S and R53 regions of the map. The filament appears to have fragmented into a number of objects, forming more than one object across the width. The degree of fragmentation appears to be more advanced at the north of the filament, where all of the cores detected in this filament are found.
Figure 4.14: 850 μm scan-map of L1689, with contours placed to highlight the filaments.

Figure 4.15 shows this filament in more detail. The 6 cores in the filament have been labelled. Most of these objects are significantly extended in the JCMT beam, and have fairly complicated structure. Further south, the filament is significantly higher than the surrounding area and there is structure seen within it, but no condensations are detected.

Object #7 shown in Figure 4.15 is elongated in a north-south direction, and close inspection indicates that it may consist of more than one source. This source is also known as L1689SMM (Kirk, 2002). Figure 4.16 shows a slice across this object, and illustrates that though there are a number of density peaks along the ridge, they are not significant.

Filament 2 runs from the north-east corner of L1689S to close to Filament 1 near R53. Filament 2 has not been covered very well by the scan-mapping strategy.
There is an area that has not been mapped in the middle of the filament, and most of the area that was mapped was only covered once. In addition, the filament has mostly been caught on the edges of the scan-maps, where the noise is typically higher. As a result of these factors, the level of noise along the filament is higher than average. There are no sources detected in this filament, the region of highest flux density is found at RA (2000) = $16^h 32^m 03^s$, Dec. (2000) = $-24^\circ 47' 16''$.

Filament 3 extends from the north-west of the R57 region, in a south-east direction. The brightest source in this filament is the IRAS 16293-2422 binary protostar. The two components of the binary are separated by 5'', and are unresolved in the JCMT beam at both wavelengths (Mundy et al., 1992). There is also
Figure 4.16: (a) & (b). (a) An enlarged view of the elongated source #7 (L1689SMM), showing the position of a slice through the source. The contour levels are at 3σ, 5σ, 10σ, 15σ, 20σ, 40σ and 80σ. (b) The slice through the source, showing the mean level along the ridge, and the 3σ levels above and below this value. The 1σ value was calculated over the whole L1689S region, and is tabulated in Table 4.5.

A weaker source 90” (approximately 14000 AU) to the south-west of IRAS 16293-2422. The filament is only detected in the north-west of the image, though if the line of the filament is extrapolated, a weak unresolved source (#11) is detected at RA (2000) = 16h 33m 55.7s, Dec. (2000) = -24° 42' 06".

Filament 4 extends from the L1689B region at the east of the map, in a north westerly direction. Like Filament 2, it skirts along the edge of the map, therefore the noise is higher than average. The only object detected in the filament is the L1689B prestellar core (#10), at RA (2000) = 16h 34m 48.6s, Dec. (2000) = -24° 38' 00". Filament 4 is the least well mapped of the four filaments. The evidence in favour of it being a real structure is that it is seen in more than one overlapping scan-map, and that the envelope of L1689B is elongated along the filament. These data are analysed and compared to previous surveys of the molecular cloud in Chapter 5.
4.4 The RCrA Molecular Cloud

The R Coronae Australis dark cloud is found at a distance of 170 pc (Knude & Hog, 1998) and is one of the closest star-forming regions to the sun. The cloud is centred on the Herbig Ae/Be star RCrA, which is the illumination source of a bright reflection nebula (NGC 6729), and from which the region takes its name. There are also a number of other bright young stars in the region (e.g. Vrba, Strom, & Strom, 1976a). The cloud was previously believed to have an unusually low star-forming efficiency (Vrba et al., 1976a; Marraco & Rydgren, 1981). The discovery of a cluster of young stars termed the Coronet (Taylor & Storey, 1984) close to RCrA, changed this view. The cloud is now known to be actively forming stars, and contains a number of embedded objects revealed through radio (Brown, 1987; Suters et al., 1996) and millimetre wavelength observations (Chini et al., 2003; Choi & Tatematsu, 2004).

4.4.1 Observations

Scan-map observations of the RCrA cloud were carried out on the nights of 2000 April 9th – 11th. The atmospheric conditions were the same as for the L1689 observations. The observation details are given in Table 4.7. The scan-maps were made in the same manner as for the L1689 scan-maps, with chop throws of 30", 44" and 68" in RA and Dec. The data reduction was carried out using the same interactive procedures employed in the Orion B and L1689 reduction.
Table 4.7: The positions of each of the scan-maps made of the RCrA molecular cloud. The atmospheric conditions over the course of each night are indicated by the 225 GHz optical depth in column 5.

<table>
<thead>
<tr>
<th>Region Name</th>
<th>Region Centre</th>
<th>UT Date</th>
<th>$\tau_{225\text{GHz}}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>RCrA-A</td>
<td>19:01:50</td>
<td>-36:57:00</td>
<td>2000 Apr 09</td>
</tr>
<tr>
<td>RCrA-B</td>
<td>19:02:50</td>
<td>-37:06:00</td>
<td>2000 Apr 10</td>
</tr>
<tr>
<td>RCrA-C</td>
<td>19:03:50</td>
<td>-37:13:00</td>
<td>2000 Apr 11</td>
</tr>
</tbody>
</table>

4.4.2 Data

Figures 4.17 and 4.18 show the reduced data for the RCrA region. Each map is comprised of 3 adjacent scan-maps. The area covered is approximately 0.5 square degrees, which at the distance of RCrA is equal to ~ 0.8 pc$^2$. The three scan-maps are RCrA A, B and C, and are marked on Figures 4.17 and 4.18. The 1σ noise level for each of these regions is given in Table 4.8.

Table 4.8: Table showing the noise levels for each region of the RCrA maps

<table>
<thead>
<tr>
<th>Region Name</th>
<th>Region Centre</th>
<th>1σ noise (Jy/beam)</th>
</tr>
</thead>
<tbody>
<tr>
<td>RCrA-A</td>
<td>19:01:50</td>
<td>-36:57:00</td>
</tr>
<tr>
<td>RCrA-B</td>
<td>19:02:50</td>
<td>-37:06:00</td>
</tr>
<tr>
<td>RCrA-C</td>
<td>19:03:50</td>
<td>-37:13:00</td>
</tr>
</tbody>
</table>

The flux densities of the RCrA cores are given in Table 4.9. As for the Orion B and L1689 maps, the 450 μm data were smoothed to the resolution of the 850 μm data. For both 850 μm and 450 μm, the flux density of unresolved cores is quoted in Jy/14" beam. The flux densities from extended cores are given for the aperture size quoted in the table. Cores that are undetected at 450 μm are given upper limits in units of Jy/14" beam.
The brightest feature in the two maps is source #1 at RA (2000) = 19° 01′ 55.7″, Dec. (2000) = −36° 57′ 32″. The 850 μm map indicates that this potentially consists of two or more sources. Figure 4.19 highlights this by showing a slice across the object. The two flux density peaks are separated by 20″, which is equal to 2600 AU at the distance of RCrA. The peaks are significant at a level of 6σ. The 450 μm map is too noisy to confirm the dual nature of this object. The extended flux density is split according to the ratio of their peak flux density, which is equal. The northern source is also extended and therefore potentially made up of two unresolved objects, higher resolution data are required to confirm this.
Source #1 is surrounded by a number of unresolved sources, and a filament extends north-west, containing two extended density peaks. There is another unresolved object to the west of the main clump. To the east of the main clump is an area of increased flux density, though no sources are detected within it.

The RCrA-B and RCrA-C regions show much less structure, with two marginally resolved sources (#8 & 9) in RCrA-B, and a small area of increased flux density in RCrA-C. With the exception of objects #5 and #7, all sources are detected at 450 μm. The nature of each of these sources is discussed in the following chapter.
Table 4.9: The position and measured flux density of each core in the RCrA maps, at 850 μm and 450μm. Column 4 indicates whether or not the core is extended in the 14" 850 μm JCMT beam. The peak flux is quoted for unresolved sources (columns 6 and 8), and the integrated flux within an aperture is given for extended sources (columns 7 and 9). The aperture size used is given in column 5. 3σ upper limits are quoted for sources that are undetected at 450 μm. ‡The flux density for core #1 was measured using the aperture size quoted in column 5. The flux density was then divided equally between the two sources.

<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>Peak</td>
<td>Int.</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>(Jy/beam)</td>
<td>(Jy)</td>
</tr>
<tr>
<td>1a</td>
<td>19:01:55.6</td>
<td>-36:57:43</td>
<td>Y</td>
<td>88‡</td>
<td>–</td>
<td>14.3</td>
</tr>
<tr>
<td>1b</td>
<td>19:01:56.4</td>
<td>-36:57:27</td>
<td>Y</td>
<td>88‡</td>
<td>–</td>
<td>14.3</td>
</tr>
<tr>
<td>2</td>
<td>19:01:58.8</td>
<td>-36:57:07</td>
<td>N</td>
<td>–</td>
<td>1.6</td>
<td>–</td>
</tr>
<tr>
<td>3</td>
<td>19:01:51.1</td>
<td>-36:58:04</td>
<td>N</td>
<td>–</td>
<td>1.3</td>
<td>–</td>
</tr>
<tr>
<td>4</td>
<td>19:01:41.9</td>
<td>-36:58:27</td>
<td>N</td>
<td>–</td>
<td>1.6</td>
<td>–</td>
</tr>
<tr>
<td>5</td>
<td>19:01:49.0</td>
<td>-36:57:11</td>
<td>Y</td>
<td>26</td>
<td>–</td>
<td>1.7</td>
</tr>
<tr>
<td>6</td>
<td>19:01:46.4</td>
<td>-36:55:30</td>
<td>Y</td>
<td>27</td>
<td>–</td>
<td>1.9</td>
</tr>
<tr>
<td>7</td>
<td>19:01:09.1</td>
<td>-36:57:19</td>
<td>N</td>
<td>–</td>
<td>0.7</td>
<td>–</td>
</tr>
<tr>
<td>8</td>
<td>19:03:06.9</td>
<td>-37:12:50</td>
<td>Y</td>
<td>19</td>
<td>–</td>
<td>1.4</td>
</tr>
<tr>
<td>9</td>
<td>19:02:58.9</td>
<td>-37:07:37</td>
<td>Y</td>
<td>17</td>
<td>–</td>
<td>1.2</td>
</tr>
</tbody>
</table>
4.5 Extracting Information

4.5.1 Viewing the Data

Once the data are reduced, they are in the form of a two dimensional grid (RA and Dec) with a third dimension containing the flux density information. There are many different ways to display this information. Figure 4.20(a) shows a grey-scale image where the brightness at each position corresponds to the flux density. This image contains the maximum information density as all of the information contained in the data is displayed. The spatial information in the map is well represented, for example it is easy to see the relative positions of different objects. However the flux density information displayed as a grey-scale is less clear and it is not easy to see the structures of objects and how they relate to each other. Displaying the grey-scale over a limited range as in Figure 4.20(b) can be useful, as it shows more detail in the region of interest.

Adding contours to a map is a common way to ‘guide the eye’ and allow
the viewer to easily visualise the differences between objects. This is shown in Figure 4.20(d) and can be very useful, though there are only a certain number of contours that can be displayed before the map looks cluttered. Also, the positions of the contours highlight some structural information whilst ignoring details that fall between the contours.

Replacing the grey-scale with a colour-scale (see Figure 4.20(c)) gives more contrast as more shades can be differentiated in a blue-green-yellow-red-white scale than with a grey-scale. This gives more insight into the structures present in the data, but can make comparing the heights of two points more difficult as the intensity scale is not linear. Also, the difference between two shades of blue may be seen as smaller than the difference between a blue and a green, though in reality the reverse could be true. This causes the position of the colour bands within the dynamic range to affect what the viewer sees.

These methods can be very useful as they are the easiest way of measuring the positions of objects in the data. However, to gain a better understanding of the structures within the data, it becomes necessary to discard some of the information in order to better display the information of interest. One way of doing this is to use a slice through an image. This discards one spatial dimension, allowing the flux density information to be displayed on the second axis. This is a very clear representation as it shows only a very small amount of information, and doesn’t rely on a grey-scale. However, it can be unhelpful as too much information is thrown away. Figures 4.20(e) and 4.20(f) show how a filament extending from an object and bending round can appear to be a separate object when a viewed as a slice.
Figure 4.20: (a) to (f). Different representations of the LBS10-17 region, contrasting the different ways of viewing data. Grey-scale (a), grey-scale over a restricted dynamic range (b), colour-scale (c), contoured grey-scale (d) and slice (e) & (f).
What would be more useful would be a representation that combined the advantages of these different methods. One such way is to display the data as a 3D surface where flux density information is displayed as height. As shown in Figure 4.21, this surface can then be viewed from any angle. In this representation of the data, precise positional information is not immediately apparent as in the grey-scale image, and some information is not shown, but the true morphology is more evident. Examples of the usefulness of this technique are given in Section 4.5.2. Obviously the most effective way to view the data is to make use of all these different techniques, rather than relying on any one.

Figure 4.21: 3D surface representation of the LBS10-17 region.

4.5.2 Selection Criteria

If the data consist of isolated point-like sources, we can simply calibrate the map in Jy/beam and measure the peak flux of each source. Selecting which objects
are significant can be done simply by comparing the object's peak flux density to the local noise level. If the sources are not isolated, it becomes more difficult. A point-like source resembles the point spread function (PSF) of the beam, which can be approximated to a Gaussian. As two unresolved sources become closer, the two PSFs begin to overlap and we see the resultant of the two. This is illustrated in 1 dimension in Figure 4.22(a). Figure 4.22(b) shows how the resultant is more complicated if the two sources have unequal flux densities. The weaker source can appear to be a shoulder on the side of the brighter one. Fortunately our knowledge of the nature of the PSF allows us to fit the two convolved Gaussians and retrieve all of the information.

![Figure 4.22: (a) & (b). The sum of two equally sized Gaussians (a), and two unequal Gaussians (b).](image)

This technique works equally well with two dimensional Gaussians. Figure 4.23 shows the sum of two unequal Gaussians (a), and the resultant image once the larger Gaussian has been subtracted (b). The larger peak is removed by creating an image containing a single Gaussian with size and position equal to the large peak, and subtracting this from the image containing the sum of the two Gaussians.

We can apply this technique to the data, by observing a known point source such as Uranus in order to characterise the beam PSF, and then repeatedly subtracting the PSF from the brightest point in the target source map until the noise
level has been reached. A point to notice in Figure 4.22(b) is that the height of each peak is affected by a contribution from the other, and that the more significant effect is seen on the smaller of the two Gaussians.

![Figure 4.23: (a) & (b). The resultant of two unequal 2D Gaussians (a) and the residual after the larger Gaussian has been subtracted (b).](image)

This method can only be used if the sources in the data are unresolved point sources. If this is not the case and the objects are extended, then modelling them with the PSF of the beam is not appropriate as each extended source would not be modelled by a single PSF, but a central peak surrounded by a ring.

The size of the JCMT beam at 850 μm is approximately 14″. An object will only appear extended if the convolution of the beam and the angular size of the object is significantly larger than 14″. An object with an angular size of 8″ will be observed as having FWHM $\sqrt{(8''^2 + 14''^2)} \approx 16''$. 16″ is probably the smallest angular size that can reliably be distinguished from 14″, therefore objects smaller than 8″ are effectively observed as point sources. At a distance of 400 pc (the approximate distance to Orion) 8″ subtends a distance of 3200 AU. In the nearer regions such as L1689, a spatially smaller object would appear extended. The majority of prestellar cores (Ward-Thompson et al., 1994) and protostars (Motte et al., 1998) have been observed to be significantly larger than 3200 AU, and it
is therefore unreasonable to make the assumption that all objects are unresolved. This method was therefore not used for the data presented here.

It is possible to use a similar method if the objects are extended, in which each source is fitted by a Gaussian in which the shape and size are free parameters. An example of this is given in Figure 4.24, where the LBS10-17 region is modelled as a collection of Gaussians. The Gaufit routine in the Starlink ESP (Gray, Taylor, & Privett, 2000) package was used, which employs a simple parameter search algorithm to fit an elliptical Gaussian at specified coordinates. As shown above, weak sources can be significantly contaminated with flux from nearby brighter sources, so it is necessary to remove the contribution from the brighter source, before fitting the weaker of the two.

The method described above can be useful for a number of reasons. In the simplest case, deciding whether or not a source is significant when it is very close to a brighter source can be difficult, and this is made much easier by removing the brighter source and considering only what is left. In addition, the parameters of the fit can be used to determine the flux density from an object in a number of ways. One method is to use the fit parameters $P$ (the peak, calibrated in Jy/arcsec), $FWHM_a$ and $FWHM_b$ (the FWHM along the major and minor axes respectively) to calculate the flux density directly by numerically integrating the equation of a two dimensional Gaussian:

$$V_{int} = P \int_{-\infty}^{\infty} \int_{-\infty}^{\infty} \exp \left\{ -\left( \frac{1}{2} \left[ \frac{x^2}{\sigma_a^2} + \frac{y^2}{\sigma_b^2} \right] \right) \right\} \, dx \, dy \tag{4.1}$$

$$\sigma_a = 0.425 \times FWHM_a$$

$$\sigma_b = 0.425 \times FWHM_b$$
An alternative method is to remove nearby sources from the data that might contribute flux to an object, and place an elliptical aperture on the source with dimensions based on the fit parameters. One way to do this is to use the two FWHMs and their angle on the plane of the sky to define the shape, size and orientation of the aperture. An obvious consequence of this is that the flux density
Figure 4.25: A section of LBS10-17 showing apertures defined wholly using the Gaussian fit (marked ‘G’), and also apertures set at a fixed level (marked ‘F’).

'contour' at which the aperture is placed differs for each source. For objects fitted with low broad Gaussians, this contour is very low and encompasses a large area of extended emission surrounding the object. This increases the flux density measured from such objects. Examples of apertures defined in this way are marked ‘G’ in Figure 4.25.

A more unbiased method is to use the Gaussian fit to define the shape and orientation of the aperture, and measure the flux density in each object down to the same level. This level should be based on the point at which the object begins to merge into the surrounding extended emission. The apertures marked ‘F’ in Figure 4.25 are defined in this manner. Any errors introduced by the Gaussian fitting and by non-Gaussian shape of the source are minimised with this method. This is because the fit is used only to subtract the small contribution from the wings of sources near to the source being measured, and to determine the aspect ratio and orientation of the aperture.
4.6. SUMMARY

To calibrate the flux density within the aperture, an equally sized aperture was placed on the calibrator source, and the conversion factor required to convert the voltage within the aperture to the correct flux was calculated. The measured voltage for the source can then be multiplied by the same factor. This is explained in more detail in Chapter 2.

Whilst using this method it is necessary to pay close attention to the data at all stages, especially when determining the significance of sources. Filaments between two objects can appear to be a source themselves after the objects have been removed from the map. An example of this is shown in Figure 4.24(c) at coordinates 5:46:30, -0:02:30. Considering the resultant map alone may cause this to be classified as a source, however analysing the data using the methods described in Section 4.5.1 both before and after the removal of bright sources, show that this residual is not a separate source, but is simply an artefact of a source not being Gaussian.

4.6 Summary

In this chapter I have introduced three molecular clouds, Orion B, L1689 and RCrA. I have described my scan-map observations of these regions and the data reduction. I have discussed the features in each of the maps. The flux density of each source at 850 μm and 450 μm has been tabulated. Finally, I have discussed a number of different ways of visualising the data, and different techniques for extracting information from the data. In the next chapter I will discuss the analysis of these data.
Chapter 5

Data Analysis of Orion B, L1689 and RCrA

5.1 Introduction

In this chapter I discuss the results of the scan-map observations of the Orion B, L1689 and RCrA molecular clouds. A literature search of each of the regions is undertaken, to identify any previously known objects that correspond to my submillimetre sources. For the Orion B map, there is a large enough number of sources to measure the mass function of the cores and also determine the clustering properties of the region. The L1689 SCUBA data are compared to the previous CO data and to the neighbouring and well studied cloud L1688, which lies at the centre of the $\rho$ Ophiuchi complex. The analysis of the RCrA data, in comparison with previous data, allow one to classify the sources in the SCUBA data.
5.2 The Orion B Molecular Cloud

5.2.1 Young Stellar Objects

Figures 4.6 and 4.7 show a large number of density peaks. Some of these are known to have already begun the process of star formation. This is revealed in a number of ways. Some have molecular outflows. Molecular bipolar outflows appear to be ubiquitous phenomena in YSOs (see review by Bachiller, 1996). They are seen in emission from molecules such as CO, which are swept up and excited by the outflow. They are also sometimes seen as HH objects, which are visible in the optical and near infrared, due to emission from high temperature shocked gas.

Some protostars have associated cm radio sources. These can be understood as follows. Accreting material forms a shock front at the protostellar surface and is heated. Short wavelength radiation from this hot gas ionises atoms and molecules in the inner envelope, liberating electrons. The existence of a protostar can then be revealed at cm wavelengths by the free-free emission from these electrons (Bontemps et al., 1995). As protostars evolve and get hotter, their thermal emission peaks at shorter wavelengths, distinguishing them from colder prestellar objects.

We can therefore identify those cores in my data that have already formed protostars. Most of the cores detected in the LBS23 region of Orion B have already begun forming stars. Of the 9 sources, only 3 (#4, #5 and #9) are not previously identified protostars. Core #6 is the Class III protostar SSV61 (e.g. Gibb, 1999), which is detected at both infrared (Strom, Strom, & Vrba, 1976) and cm wavelengths (Bontemps et al., 1995; Gibb, 1999). Cores #1, #2 and #8 are the Class I protostars HH26IR, SSV59 and SSV63E/SSV63W respectively, which
are detected at infrared (Strom et al., 1976; Davis et al., 1997) and cm wavelengths (Bontemps et al., 1995; Gibb, 1999). They also drive molecular outflows, the shocks of which are detected in the ro-vibrational lines of H$_2$ (Jones et al., 1987; Gibb & Davis, 1997; Chrysostomou et al., 2000). Cores #3 and #7 are the Class 0 protostars HH25MMS and HH24MMS (Chini et al., 1993). These are detected at cm wavelengths (Bontemps et al., 1995; Gibb, 1999), but not in the infrared. They both drive molecular outflows (Bontemps, Ward-Thompson, & André, 1996; Chrysostomou et al., 2000), and have been designated as Class 0, based on the ratios of their sub-millimetre to bolometric luminosities (Ward-Thompson et al., 1995; Bontemps et al., 1995).

Core #10 (LBS17-H) has a molecular outflow, seen in CO and HCO$^+$ (Gibb & Little, 2000), though it has no infrared counterpart, and is not detected in the cm. It has therefore been designated as Class 0. Core #18 is located 12" from a cm continuum source detected by Gibb (1999), though there is no detected outflow or point source visible in the infrared. The cm source is therefore probably a chance near alignment with a background source.

Cores #25 and #33 are associated with IRAS 05442-0000 and IRAS 05450+0019 (Launhardt et al., 1996; Motte et al., 2001). These sources are therefore assumed to have already formed protostars. The slope of their SED between 12 and 25 μm indicates that they are Class I objects. Core #41 is associated with the near infrared object SSV37 (Strom et al., 1976).

The brightest source in the map (core #55) is NGC2071IR, which is the source of a bipolar outflow that is seen in CO (Snell et al., 1984) in emission, and in OH in absorption (Ruiz et al., 1992). This small region contains a number of sources visible in the near infrared (Walther et al., 1993), of which eight (IRS1–8) lie within
the submillimetre peak. Walther et al. found that two sources (IRS4 and IRS6) were background sources, and one (IRS8) was a foreground object. The infrared emission from IRS5 consists solely of emission from shocked H$_2$, and is therefore probably caused by an outflow from a nearby young star. The other stars are all believed to be local to the region, two of which (IRS1 and IRS7) are undergoing mass loss and are the probable sources of the observed outflows.

Cores #53 and #54 lie along the path of the NGC 2071IR outflow, as shown in Figure 5.1. The possibility must therefore be considered that the observed continuum flux is significantly contaminated by molecular line emission. Chini et al. (2001) demonstrated that the 850 µm emission in the outflow of L1157 was contaminated by emission from the CO(3 − 2) transition, which lies within the 850 µm passband of SCUBA. The CO(6 − 5) transition falls within the 450 µm passband, though this transition has a much higher excitation temperature and is therefore less likely to be excited at the temperatures typically found in prestellar cores.

Braine et al. (1995) showed that the flux density due to line contamination $F_{\text{line}}$ in a continuum band can be calculated from the integrated line intensity $I$ using the following:

$$F_{\text{line}} = \frac{2k
u^3}{c^3 \Delta
u_{\text{bol}}} \Omega_{\text{beam}} I,$$

(5.1)

where $k$ is the Boltzmann constant, $\nu$ is the frequency, $c$ is the speed of light and $\Delta
u_{\text{bol}}$ is the continuum filter bandwidth. $\Omega_{\text{beam}}$ is the beam integral given by:

$$\Omega_{\text{beam}} = \frac{2\pi \theta^2}{8 \ln 2},$$

(5.2)

where $\theta$ is the telescope resolution in radians.
Figure 5.1: The NGC 2071IR source with the CO(2—1) outflow overlaid (Snell et al., 1984). Cores #53 and #54, which along the path of the outflow, are also plotted.

Chernin & Masson (1992) mapped the NGC 2071IR outflow using CO(2—1) and CO(3—2). They measured an integrated line intensity of ~ 450 Kkms$^{-1}$ in CO(3—2). With a bandwidth and angular resolution of 30 GHz and 14" respectively, the flux density detected by SCUBA due to CO(3—2) emission is calculated to be 350 mJy/beam. This is > 50% of the total measured flux density at 850 μm. Cores #53 and #54 are therefore disregarded, as their mass cannot be reliably determined.

The CO(3—2) emission is observed to be 2 orders of magnitude weaker out of the outflow (Chernin & Masson, 1992), therefore the molecular line contamination in the other cores in this sample is assumed to be negligible.
The 2 micron all sky survey (2MASS) archive was searched for infrared point sources that were coincident with the sources seen in the submillimetre. Over the 0.2 square degree SCUBA map, there are 860 2MASS sources. The probability that an infrared source less than $7''$ away from a submillimetre source is a chance alignment is less than 0.05%. Over the map, there are three cores (#33, #39, #41) with an infrared source within this radius. The remaining 42 objects are therefore assumed to be pre-stellar in nature.

### 5.2.2 Core Mass Function

In this section I will calculate the mass function for the prestellar cores in my Orion B data. The notation used to describe the slope of mass functions in the literature varies. In this thesis, I will define the slope $x$ of the mass function, such that:

$$\frac{dN}{d\log M} \propto M^x,$$

where the term on the left gives the number of cores (or stars) in the interval $(\log M)$ to $(\log M + d\log M)$. In this notation, the canonical slope for the high mass tail of the initial mass function (Salpeter, 1955) is given by $x = -1.35$. Some authors (e.g. Kroupa, 2001a) define the mass function as the number of stars per unit mass rather than the number of stars per unit log mass. The slope of such a function is then equal to $x - 1$.

Motte et al. (1998) mapped the $\rho$ Ophiuchi molecular cloud at 1.3 mm using IRAM, and measured a mass function with a slope corresponding to $x = -1.5$ between 0.5 and 3 $M_\odot$, and a shallower slope of $x = -0.5$ between 0.1 and 0.5 $M_\odot$. This is qualitatively similar to the stellar initial mass function. From this,
Motte et al. concluded that each core was the direct progenitor of a star or stellar system, and that the initial mass function was determined by the fragmentation of a molecular cloud. Johnstone et al. (2000b) mapped the $\rho$ Ophiuchi cloud at 850 $\mu$m, and measured an equivalent mass function. Core mass functions for the Orion B region have been formulated by Motte et al. (2001) and Johnstone et al. (2001) at 850 $\mu$m using SCUBA. The analysis used by both Motte et al. and Johnstone et al. differ from each other and from the analysis presented here. Their methods and results are compared to those presented in this thesis, later in this section.

When measuring a prestellar core mass function, the number of cores in a region is generally very limited. Therefore, the number of cores in any one bin can be small and the associated error quite significant. A cumulative mass function is therefore often plotted (Motte et al., 2001; Johnstone et al., 2001). In this type of graph, the number of cores greater than mass $M$ is plotted against $M$. If the mass function is well described by a power-law, then the slope of a cumulative mass function is the same as that of the mass function, except when the core mass approaches the maximum mass. This is shown in Appendix D. The cumulative mass plot can therefore be useful in determining the slope of the high mass tail of the mass function. However, the position of the break in the mass function is less apparent.

To determine the core mass function, we need to calculate the mass of each core from its flux density. As discussed in Chapter 1, to determine the mass of an object from the thermal dust emission, assumptions must be made about the dust temperature and opacity, and also the distance to the region. I assume a dust opacity of 1.4 $cm^2g^{-1}$ (see Section 1.6.1), and a distance to the Orion B cloud of 400 pc (see Section 4.2). Gibb & Little (2000) fitted a greybody to SCUBA and IRAS data of the region, and found that the dust temperature lies between 9 and 20 K.
Harju, Walmsley, & Wouterloot (1993) mapped the cloud in NH$_3$, and determined a gas kinetic temperature of 15 K. I therefore assume a dust temperature of 15 K.

The mass I calculated for each core, $M_N$, is given in Table 5.1. To indicate whether or not the cores are gravitationally bound, the virial mass $M_{\text{vir}}$ of each core was calculated. Using Equations 1.23 to 1.27, the virial mass can be calculated using:

$$M_{\text{vir}} = \frac{3\sigma^2 R}{G}.$$  \hspace{1cm} (5.4)

This assumes a density profile of $\rho \propto r^{-2}$, as opposed to the uniform density sphere used in Equation 1.27. In each case, the radius of each core was determined as described in Section 4.5.2. The velocity dispersion $\sigma$ was taken to be 0.68 kms$^{-1}$, as measured for the region using NH$_3$ (Jijina, Myers, & Adams, 1999). The mass of each core as a fraction of its virial mass is given in Table 5.1. In most cases, the core mass is typically greater than 0.3$M_{\text{vir}}$.

The density profiles of prestellar cores are not generally $\rho \propto r^{-2}$ everywhere (Ward-Thompson et al., 1994), so this is no more than an approximate calculation. However, it indicates that the cores are close to gravitational equilibrium.

Figures 5.2 and 5.3 show the measured core mass function in both cumulative and standard forms respectively from my data. To take advantage of the improved statistics, the cumulative plot is used to determine the slope of the high mass side of the mass function. The best fit to this slope is $N(> M) \propto M^{-1.5}$, with minimum and maximum acceptable fits of $x = -1.2$ and $-1.9$ respectively. As is clear from Figure 5.3, the mass function has a maximum value at approximately 1 $M_\odot$, and decreases at higher masses as a fairly constant power-law. The noise level in the map leads to a minimum detectable mass at the 5$\sigma$ level, of 0.2 $M_\odot$. The best fit slope and the sampling limit are shown on both plots. The plotted
Figure 5.2: The cumulative core mass function for the prestellar cores in Orion B, based on my analysis. The bins have an equal spacing in log $M$. The line of best fit for the high mass tail of the mass function is shown. The $5\sigma$ sampling limit is also plotted.

Error bars in $N$ are based on $\sqrt{N}$ statistics. Error bars in the mass coordinate are not plotted, because the uncertainty in mass arises predominantly from the conversion from flux density to mass. This uncertainty will affect all points by an equal factor, thus simply shifting the plot to the left or right without altering the slope. This makes the assumption that the dust temperature and mass opacity of each core is the same. If this is not the case, some scatter will be introduced in the mass coordinate. However, in order to quantify this effect, we would need to measure the temperature of each core, and also have a much greater understanding of the properties of the dust grains, and how these properties vary with density and temperature.

The systematic error in the flux density to mass conversion arises from uncertainties in the distance to the region, the dust temperature and the dust mass opacity. Taking worst-case estimates of these uncertainties to be 90 pc, 5 K and
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0.4 cm$^2$g$^{-1}$ respectively, the uncertainty in the mass estimate may be up to ± 75%.

The slope of the high mass side of the mass function is consistent with that of the initial mass function (IMF), which has a slope of approximately $x = -1.3$ to $-1.5$. The determination of this slope should be quite robust, as the random error in the measured flux density at 850 μm is quite low, with a calibration uncertainty of only $\sim 5\%$.

The break in the slope of the mass function lies at a higher mass ($\sim 1 \text{ M}_\odot$) than that of the IMF ($\sim 0.3 \text{ M}_\odot$). This is not a surprise because the efficiency of star formation for a core is expected to be less than unity. In addition, the total mass of the components of binary or higher multiple systems will be counted as a single core mass. This result was not found by Motte et al. (1998), who measured the core mass function in the $\rho$ Ophiuchi molecular cloud. They concluded that the star formation efficiency of each core was very high, because the core mass
function they measured had a peak at approximately 0.1 $M_\odot$, whereas my peak is at $\sim 1 \, M_\odot$.

The uncertainty in the absolute mass estimates means that quantifying the extent to which the mass function is shifted relative to the initial mass function, is not possible.

To compare the measured core mass function to that of Johnstone et al. (2001) and Motte et al. (2001), it is helpful to first discuss their assumptions and reduction and analysis techniques. Johnstone et al. (2001) reduced their data using the matrix inversion technique discussed in Chapter 2. Before measuring the core masses, they removed any structure larger in scale than twice the largest chop throw, by convolving the map with a Gaussian and subtracting this from the data. They did this because the dual beam scan-mapping technique is not as sensitive to objects on large spatial scales, therefore they chose to remove all objects on these scales. Though this may remove low spatial frequency noise, it introduces artefacts that are manifested as negative bowls around bright sources.

I chose not to do this because the region is very clustered, and the technique removes some flux density from objects that are separated by less than the smoothing length used. The amount of flux density removed depends on the proximity and brightness of the nearby sources. Johnstone et al. determined the core masses using an automated clump finding algorithm, and visually inspected the results, removing a number as being misidentified noise.

Motte et al. (2001) reduced their data using automated scripts, and core masses were also extracted from the data using an automated procedure. The data presented here are the same as those published by Motte et al. (2001), though they
have been re-reduced from the raw data, and a different analysis method is used.

The three sets of results differ in a number of ways. The core identification by Johnstone et al. (2001) has produced similar results to my method, and generally, there is a one-to-one correspondence between the two sets of cores. In some regions of the map, their signal to noise ratio is higher, and they are able to identify cores that are not detected in my data. They include the known protostars discussed in Section 5.2.1. In calculating the prestellar core mass function, I do not believe this is useful, as the observations are only sensitive to the protostellar envelopes, and not the protostars themselves. The inclusion of these protostars could bias the mass function, as they are typically at a higher temperature and consequently brighter than the average core. Johnstone et al. also include a number of very extended objects that are much too low in mass to be gravitationally bound. Examples of these objects are located at coordinates RA (2000) = 5h 46m 34.5s, Dec. (2000) = 0° 23′ 46″. I have not included objects that I calculated to be unbound.

Motte et al. (2001) do not include the known protostars in their analysis and they exclude the LBS23 region. Their clump identification differs from both mine and that of Johnstone et al. (2001). There are a number of cases where Motte et al. identify two or three cores, which both Johnstone et al. and myself class as a single larger core. In some cases, these ‘sub’ cores are separated by a distance significantly smaller than that of the JCMT beam at 850 μm and hence I do not believe they are real.

In order to compare my results with those of Johnstone et al. and Motte et al. directly, the measured masses must be corrected for the different assumptions of dust temperature, opacity and the distance to the region. Motte et al. assumed a distance of 400 pc, a dust mass opacity of 1.0 cm²g⁻¹, and a dust temperature
5.2. **THE ORION B MOLECULAR CLOUD**

Figure 5.4: The relation between the core masses measured by Johnstone et al. (2001), and those measured by myself. The masses of Johnstone et al. have been normalised to my assumptions of distance, temperature and opacity. Generally, the masses measured by Johnstone et al. are systematically higher, indicating that they typically used a larger aperture size for measuring the flux densities, and may have included material from the clouds in which the cores are embedded.

of 15 K for prestellar objects and 20 – 30 K for protostellar objects. Johnstone et al. assumed a distance of 450 pc, and also used an opacity of 1.0 cm$^2$g$^{-1}$. They assumed a constant dust temperature of 30 K. The core masses are tabulated in Tables 5.1 and 5.2, which give the coordinates, type and mass for each of the cores identified by myself, Johnstone et al. and Motte et al. The masses calculated by Johnstone et al. and Motte et al., are given as quoted in the literature ($M_J$ Quote and $M_M$ Quote respectively), and also converted to account for the different assumptions ($M_J$ Conv and $M_M$ Conv respectively) — i.e.: the masses they would have calculated using my assumptions.

The corrected masses for Johnstone et al. ($M_J$ Conv) and Motte et al. ($M_M$ Conv) are compared to my calculated masses ($M_N$) in Figures 5.4 and 5.5 respectively. Generally $M_J$ Conv is larger than $M_N$ by a factor of 1.3. This is probably
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Figure 5.5: The relation between the core masses measured by Motte et al. (2001), and those measured by myself. The masses of Motte et al. have been normalised to my assumptions of distance, temperature and opacity. Good agreement can be seen in all cases except those that Motte et al. separated into sub-cores, but I treated as a single core (shown as circled triangles).

due to a difference in the size of apertures used. The fact that the relation is linear implies that both measurement techniques are self-consistent. Although there is less scatter in the relation between $M_{J\,\text{Conv}}$ and $M_N$ than between $M_{M\,\text{Conv}}$ and $M_N$.

The most obvious feature in the relation between $M_{M\,\text{Conv}}$ and $M_N$ is the lack of objects with a high $M_{M\,\text{Conv}}$. The cores with high values of $M_N$ were split into a number of sub-cores by Motte et al. as discussed earlier. These points are circled in the Figure 5.5. If these inconsistent points are excluded, there is approximately a one-to-one correlation between $M_{M\,\text{Conv}}$ and $M_N$, though there is still some residual scatter, indicating the order of magnitude of the flux density measurement errors.
Table 5.1: The core masses for each of the identified cores in Orion B. Column 4 indicates the object type (see Section 5.2.1). Column 5 gives the core mass as calculated by myself. The core mass as a fraction of the calculated virial mass is given in column 6. Where a core has also been identified by Johnstone et al. (2001) and/or Motte et al. (2001), the mass is given as quoted in the literature (columns 7 and 9), and normalised to my assumptions of distance, temperature and opacity (columns 8 and 10). Cores that have no ID in column 1 correspond to cores that are identified as a number of sub-cores by Motte et al., but not by myself or Johnstone et al.

<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>05:46:03.7</td>
<td>-00:14:47</td>
<td>Protostellar</td>
<td>1.0</td>
<td>0.46</td>
<td>1.4</td>
<td>2.1</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>2</td>
<td>05:46:04.9</td>
<td>-00:14:20</td>
<td>Protostellar</td>
<td>1.1</td>
<td>0.66</td>
<td>1.3</td>
<td>2.0</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>3</td>
<td>05:46:07.4</td>
<td>-00:13:38</td>
<td>Protostellar</td>
<td>5.1</td>
<td>1.37</td>
<td>5.3</td>
<td>8.2</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>4</td>
<td>05:46:03.7</td>
<td>-00:12:12</td>
<td>Prestellar</td>
<td>0.7</td>
<td>0.46</td>
<td>0.3</td>
<td>0.4</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>5</td>
<td>05:46:10.1</td>
<td>-00:12:19</td>
<td>Prestellar</td>
<td>1.3</td>
<td>0.75</td>
<td>0.9</td>
<td>1.4</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>6</td>
<td>05:46:07.6</td>
<td>-00:11:52</td>
<td>Protostellar</td>
<td>1.1</td>
<td>0.62</td>
<td>1.2</td>
<td>1.9</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>7</td>
<td>05:46:08.5</td>
<td>-00:10:45</td>
<td>Protostellar</td>
<td>6.6</td>
<td>2.27</td>
<td>4.4</td>
<td>7.0</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>8</td>
<td>05:46:08.2</td>
<td>-00:10:03</td>
<td>Protostellar</td>
<td>1.6</td>
<td>0.84</td>
<td>1.8</td>
<td>2.8</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>9</td>
<td>05:46:06.1</td>
<td>-00:09:29</td>
<td>Prestellar</td>
<td>1.2</td>
<td>0.57</td>
<td>1.3</td>
<td>2.1</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>10</td>
<td>05:46:30.9</td>
<td>-00:02:35</td>
<td>Protostellar</td>
<td>4.3</td>
<td>1.53</td>
<td>2.7</td>
<td>4.3</td>
<td>6.0</td>
<td>8.6</td>
</tr>
<tr>
<td>11</td>
<td>05:46:28.1</td>
<td>-00:01:37</td>
<td>Prestellar</td>
<td>1.7</td>
<td>0.68</td>
<td>1.4</td>
<td>2.2</td>
<td>1.9</td>
<td>1.3</td>
</tr>
<tr>
<td>12</td>
<td>05:46:27.8</td>
<td>-00:00:52</td>
<td>Prestellar</td>
<td>3.5</td>
<td>1.36</td>
<td>2.9</td>
<td>4.6</td>
<td>4.3</td>
<td>3.0</td>
</tr>
<tr>
<td>13</td>
<td>05:46:24.1</td>
<td>-00:00:01</td>
<td>Prestellar</td>
<td>1.8</td>
<td>0.57</td>
<td>1.7</td>
<td>2.6</td>
<td>1.2</td>
<td>0.8</td>
</tr>
<tr>
<td>-</td>
<td>05:46:24.5</td>
<td>-00:00:22</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>0.4</td>
<td>0.3</td>
</tr>
<tr>
<td>-</td>
<td>05:46:24.6</td>
<td>+00:00:13</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>0.8</td>
<td>0.5</td>
</tr>
<tr>
<td>14</td>
<td>05:46:26.7</td>
<td>+00:01:08</td>
<td>Prestellar</td>
<td>1.6</td>
<td>0.66</td>
<td>1.9</td>
<td>3.0</td>
<td>3.3</td>
<td>2.3</td>
</tr>
<tr>
<td>15</td>
<td>05:46:27.4</td>
<td>+00:01:32</td>
<td>Prestellar</td>
<td>1.3</td>
<td>0.56</td>
<td>-</td>
<td>-</td>
<td>0.8</td>
<td>0.5</td>
</tr>
<tr>
<td>16</td>
<td>05:46:29.3</td>
<td>-00:01:09</td>
<td>Prestellar</td>
<td>1.0</td>
<td>0.54</td>
<td>-</td>
<td>-</td>
<td>0.9</td>
<td>0.6</td>
</tr>
<tr>
<td>17</td>
<td>05:46:32.5</td>
<td>-00:00:38</td>
<td>Prestellar</td>
<td>0.8</td>
<td>0.44</td>
<td>0.4</td>
<td>0.7</td>
<td>0.9</td>
<td>0.6</td>
</tr>
<tr>
<td>18</td>
<td>05:46:33.4</td>
<td>-00:00:11</td>
<td>Prestellar</td>
<td>0.8</td>
<td>0.40</td>
<td>0.5</td>
<td>0.8</td>
<td>0.5</td>
<td>0.3</td>
</tr>
<tr>
<td>-</td>
<td>05:46:33.5</td>
<td>-00:00:02</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>0.4</td>
<td>0.3</td>
</tr>
<tr>
<td>-</td>
<td>05:46:32.9</td>
<td>-00:00:23</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>0.3</td>
<td>0.2</td>
</tr>
<tr>
<td>19</td>
<td>05:46:35.1</td>
<td>+00:00:34</td>
<td>Prestellar</td>
<td>0.9</td>
<td>0.58</td>
<td>1.0</td>
<td>1.6</td>
<td>0.7</td>
<td>0.5</td>
</tr>
<tr>
<td>-</td>
<td>05:46:35.8</td>
<td>+00:00:33</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>0.7</td>
<td>0.5</td>
</tr>
<tr>
<td>20</td>
<td>05:46:37.7</td>
<td>+00:00:35</td>
<td>Prestellar</td>
<td>2.1</td>
<td>0.85</td>
<td>1.4</td>
<td>2.2</td>
<td>2.5</td>
<td>1.8</td>
</tr>
<tr>
<td>21</td>
<td>05:46:42.5</td>
<td>-00:01:43</td>
<td>Prestellar</td>
<td>0.5</td>
<td>0.26</td>
<td>0.5</td>
<td>0.7</td>
<td>0.6</td>
<td>0.4</td>
</tr>
<tr>
<td>22</td>
<td>05:46:40.5</td>
<td>+00:00:35</td>
<td>Prestellar</td>
<td>1.5</td>
<td>0.76</td>
<td>1.4</td>
<td>2.1</td>
<td>0.9</td>
<td>0.6</td>
</tr>
<tr>
<td>23</td>
<td>05:46:39.4</td>
<td>+00:01:11</td>
<td>Prestellar</td>
<td>2.3</td>
<td>0.93</td>
<td>1.4</td>
<td>2.2</td>
<td>2.4</td>
<td>1.7</td>
</tr>
<tr>
<td>ID</td>
<td>RA (2000)</td>
<td>Dec (2000)</td>
<td>Type</td>
<td>$M_N$ (M$_\odot$)</td>
<td>$V_{ir}$</td>
<td>$M_J$ Quote (M$_\odot$)</td>
<td>$M_J$ Conv (M$_\odot$)</td>
<td>$M_M$ Quote (M$_\odot$)</td>
<td>$M_M$ Conv (M$_\odot$)</td>
</tr>
<tr>
<td>-----</td>
<td>------------</td>
<td>------------</td>
<td>---------------</td>
<td>------------------</td>
<td>---------</td>
<td>-----------------------</td>
<td>-----------------------</td>
<td>-----------------------</td>
<td>-----------------------</td>
</tr>
<tr>
<td>24</td>
<td>05:46:42.9</td>
<td>+00:00:48</td>
<td>Prestellar</td>
<td>2.2</td>
<td>0.89</td>
<td>2.4</td>
<td>3.7</td>
<td>3.5</td>
<td>2.5</td>
</tr>
<tr>
<td>25</td>
<td>05:46:47.4</td>
<td>+00:00:26</td>
<td>Protostellar</td>
<td>4.2</td>
<td>1.38</td>
<td>3.1</td>
<td>4.8</td>
<td>1.4</td>
<td>3.1</td>
</tr>
<tr>
<td>26</td>
<td>05:46:48.2</td>
<td>+00:01:35</td>
<td>Prestellar</td>
<td>3.4</td>
<td>1.13</td>
<td>3.1</td>
<td>4.8</td>
<td>1.1</td>
<td>0.7</td>
</tr>
<tr>
<td></td>
<td>05:46:48.9</td>
<td>+00:01:22</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>1.0</td>
<td>0.7</td>
</tr>
<tr>
<td>27</td>
<td>05:46:49.9</td>
<td>+00:02:07</td>
<td>Prestellar</td>
<td>3.7</td>
<td>1.17</td>
<td>3.3</td>
<td>5.1</td>
<td>1.4</td>
<td>1.0</td>
</tr>
<tr>
<td></td>
<td>05:46:50.7</td>
<td>+00:02:07</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>1.1</td>
<td>0.8</td>
<td></td>
</tr>
<tr>
<td>28</td>
<td>05:46:40.3</td>
<td>+00:04:16</td>
<td>Prestellar</td>
<td>0.6</td>
<td>0.29</td>
<td>0.3</td>
<td>0.4</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>29</td>
<td>05:46:28.5</td>
<td>+00:04:26</td>
<td>Prestellar</td>
<td>0.6</td>
<td>0.28</td>
<td>0.3</td>
<td>0.5</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>30</td>
<td>05:46:36.3</td>
<td>+00:05:49</td>
<td>Prestellar</td>
<td>0.8</td>
<td>0.40</td>
<td>0.5</td>
<td>0.8</td>
<td>1.3</td>
<td>0.9</td>
</tr>
<tr>
<td></td>
<td>05:46:47.3</td>
<td>+00:07:27</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>1.5</td>
<td>1.0</td>
<td></td>
</tr>
<tr>
<td>32</td>
<td>05:46:51.9</td>
<td>+00:09:13</td>
<td>Prestellar</td>
<td>0.7</td>
<td>0.30</td>
<td>0.7</td>
<td>1.1</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>33</td>
<td>05:47:36.9</td>
<td>+00:20:07</td>
<td>Protostellar</td>
<td>2.2</td>
<td>0.71</td>
<td>-</td>
<td>-</td>
<td>0.6</td>
<td>1.4</td>
</tr>
<tr>
<td>34</td>
<td>05:47:32.6</td>
<td>+00:20:24</td>
<td>Prestellar</td>
<td>1.2</td>
<td>0.54</td>
<td>-</td>
<td>-</td>
<td>1.6</td>
<td>1.1</td>
</tr>
<tr>
<td>35</td>
<td>05:47:25.2</td>
<td>+00:18:49</td>
<td>Prestellar</td>
<td>0.5</td>
<td>0.25</td>
<td>-</td>
<td>-</td>
<td>1.1</td>
<td>0.7</td>
</tr>
<tr>
<td>36</td>
<td>05:47:24.9</td>
<td>+00:20:59</td>
<td>Prestellar</td>
<td>4.6</td>
<td>1.52</td>
<td>-</td>
<td>-</td>
<td>4.2</td>
<td>3.0</td>
</tr>
<tr>
<td>37</td>
<td>05:47:26.4</td>
<td>+00:20:48</td>
<td>Prestellar</td>
<td>1.1</td>
<td>0.78</td>
<td>-</td>
<td>-</td>
<td>0.8</td>
<td>0.6</td>
</tr>
<tr>
<td>38</td>
<td>05:47:26.2</td>
<td>+00:19:56</td>
<td>Prestellar</td>
<td>0.9</td>
<td>0.41</td>
<td>-</td>
<td>-</td>
<td>1.4</td>
<td>1.0</td>
</tr>
<tr>
<td>39</td>
<td>05:47:15.3</td>
<td>+00:18:42</td>
<td>Protostellar</td>
<td>0.7</td>
<td>0.41</td>
<td>1.7</td>
<td>2.6</td>
<td>0.8</td>
<td>0.5</td>
</tr>
<tr>
<td>40</td>
<td>05:47:16.0</td>
<td>+00:21:24</td>
<td>Prestellar</td>
<td>1.0</td>
<td>0.43</td>
<td>0.9</td>
<td>1.4</td>
<td>2.7</td>
<td>1.9</td>
</tr>
<tr>
<td>41</td>
<td>05:47:10.5</td>
<td>+00:21:14</td>
<td>Protostellar</td>
<td>2.7</td>
<td>1.09</td>
<td>1.2</td>
<td>1.9</td>
<td>1.1</td>
<td>2.5</td>
</tr>
<tr>
<td>42</td>
<td>05:47:12.4</td>
<td>+00:22:23</td>
<td>Prestellar</td>
<td>0.9</td>
<td>0.41</td>
<td>0.4</td>
<td>0.7</td>
<td>1.4</td>
<td>1.0</td>
</tr>
<tr>
<td>43</td>
<td>05:47:01.7</td>
<td>+00:18:00</td>
<td>Prestellar</td>
<td>2.1</td>
<td>0.75</td>
<td>2.3</td>
<td>3.6</td>
<td>2.9</td>
<td>2.0</td>
</tr>
<tr>
<td>44</td>
<td>05:47:06.8</td>
<td>+00:12:34</td>
<td>Prestellar</td>
<td>1.5</td>
<td>0.59</td>
<td>1.5</td>
<td>2.4</td>
<td>3.0</td>
<td>2.1</td>
</tr>
<tr>
<td>45</td>
<td>05:47:04.6</td>
<td>+00:14:59</td>
<td>Prestellar</td>
<td>2.5</td>
<td>0.55</td>
<td>1.6</td>
<td>2.5</td>
<td>2.6</td>
<td>1.8</td>
</tr>
<tr>
<td>46</td>
<td>05:47:10.6</td>
<td>+00:13:23</td>
<td>Prestellar</td>
<td>0.6</td>
<td>0.24</td>
<td>0.4</td>
<td>0.7</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>47</td>
<td>05:47:05.2</td>
<td>+00:13:29</td>
<td>Prestellar</td>
<td>0.5</td>
<td>0.22</td>
<td>0.6</td>
<td>0.9</td>
<td>0.5</td>
<td>0.4</td>
</tr>
<tr>
<td>48</td>
<td>05:46:28.2</td>
<td>+00:19:29</td>
<td>Protostellar</td>
<td>3.0</td>
<td>1.21</td>
<td>2.5</td>
<td>3.9</td>
<td>3.8</td>
<td>2.7</td>
</tr>
<tr>
<td>49</td>
<td>05:47:01.1</td>
<td>+00:26:19</td>
<td>Protostellar</td>
<td>3.0</td>
<td>1.08</td>
<td>2.6</td>
<td>4.0</td>
<td>5.3</td>
<td>3.8</td>
</tr>
<tr>
<td>50</td>
<td>05:47:07.8</td>
<td>+00:25:08</td>
<td>Prestellar</td>
<td>0.3</td>
<td>0.22</td>
<td>-</td>
<td>-</td>
<td>0.6</td>
<td>0.4</td>
</tr>
<tr>
<td>51</td>
<td>05:46:57.2</td>
<td>+00:23:56</td>
<td>Prestellar</td>
<td>1.3</td>
<td>0.64</td>
<td>0.5</td>
<td>0.8</td>
<td>0.8</td>
<td>0.6</td>
</tr>
<tr>
<td>52</td>
<td>05:46:59.1</td>
<td>+00:22:58</td>
<td>Prestellar</td>
<td>0.7</td>
<td>0.46</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>53</td>
<td>05:46:57.2</td>
<td>+00:20:11</td>
<td>Outflow</td>
<td>1.0</td>
<td>0.61</td>
<td>1.7</td>
<td>2.7</td>
<td>1.3</td>
<td>0.9</td>
</tr>
<tr>
<td>54</td>
<td>05:47:06.5</td>
<td>+00:22:35</td>
<td>Outflow</td>
<td>4.1</td>
<td>1.17</td>
<td>1.2</td>
<td>1.8</td>
<td>1.4</td>
<td>1.0</td>
</tr>
<tr>
<td>55</td>
<td>05:47:04.8</td>
<td>+00:21:45</td>
<td>Protostellar</td>
<td>57.4</td>
<td>7.60</td>
<td>30.3</td>
<td>47.5</td>
<td>9.2</td>
<td>52.4</td>
</tr>
</tbody>
</table>
Table 5.2: The core masses quoted by Johnstone et al. and/or Motte et al. that are not identified by myself. As in Table 5.1, core masses are given as quoted in the literature (columns 3 and 5), and normalised to my assumptions of distance, temperature and opacity (columns 4 and 6). Generally, the cores of Johnstone et al. are very extended and are not included in my list as I have calculated them not to be gravitationally bound, while those of Motte et al. are below my significance threshold.

<table>
<thead>
<tr>
<th>RA</th>
<th>Dec</th>
<th>( M_J ) Quote</th>
<th>( M_J ) Conv</th>
<th>( M_M ) Quote</th>
<th>( M_M ) Conv</th>
</tr>
</thead>
<tbody>
<tr>
<td>05:46:16.0</td>
<td>-00:00:44</td>
<td>0.3</td>
<td>0.5</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>05:46:17.4</td>
<td>+00:02:49</td>
<td>0.1</td>
<td>0.1</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>05:46:28.6</td>
<td>+00:21:10</td>
<td>1.2</td>
<td>1.9</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>05:46:29.2</td>
<td>+00:20:13</td>
<td>2.0</td>
<td>3.2</td>
<td>2.0</td>
<td>1.4</td>
</tr>
<tr>
<td>05:46:33.2</td>
<td>+00:27:22</td>
<td>0.5</td>
<td>0.8</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>05:46:34.2</td>
<td>+00:05:34</td>
<td>0.3</td>
<td>0.4</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>05:46:34.8</td>
<td>+00:24:37</td>
<td>1.1</td>
<td>1.7</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>05:46:37.6</td>
<td>+00:26:58</td>
<td>0.8</td>
<td>1.3</td>
<td>0.4</td>
<td>0.3</td>
</tr>
<tr>
<td>05:46:51.6</td>
<td>+00:00:01</td>
<td>0.6</td>
<td>0.9</td>
<td>0.4</td>
<td>0.3</td>
</tr>
<tr>
<td>05:46:54.2</td>
<td>+00:23:01</td>
<td>1.2</td>
<td>1.9</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>05:46:54.2</td>
<td>+00:23:58</td>
<td>0.7</td>
<td>1.0</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>05:46:54.4</td>
<td>-00:00:23</td>
<td>0.7</td>
<td>1.2</td>
<td>0.8</td>
<td>0.6</td>
</tr>
<tr>
<td>05:46:54.6</td>
<td>+00:23:34</td>
<td>0.8</td>
<td>1.3</td>
<td>1.3</td>
<td>0.9</td>
</tr>
<tr>
<td>05:46:57.8</td>
<td>+00:24:28</td>
<td>0.4</td>
<td>0.5</td>
<td>0.4</td>
<td>0.3</td>
</tr>
<tr>
<td>05:47:03.4</td>
<td>+00:20:10</td>
<td>0.7</td>
<td>1.1</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>05:47:05.0</td>
<td>+00:17:16</td>
<td>0.6</td>
<td>1.0</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>05:47:10.0</td>
<td>+00:15:58</td>
<td>0.2</td>
<td>0.4</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>05:47:10.0</td>
<td>+00:23:25</td>
<td>0.6</td>
<td>0.9</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>05:47:11.6</td>
<td>+00:23:04</td>
<td>0.4</td>
<td>0.6</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>05:47:11.8</td>
<td>+00:23:28</td>
<td>0.4</td>
<td>0.7</td>
<td>0.4</td>
<td>0.3</td>
</tr>
<tr>
<td>05:47:12.2</td>
<td>+00:15:37</td>
<td>0.2</td>
<td>0.3</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>05:47:17.0</td>
<td>+00:22:46</td>
<td>0.5</td>
<td>0.8</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>05:46:08.2</td>
<td>-00:12:26</td>
<td>0.6</td>
<td>0.9</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>05:46:06.2</td>
<td>-00:12:17</td>
<td>0.3</td>
<td>0.5</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>05:46:12.8</td>
<td>-00:09:50</td>
<td>0.7</td>
<td>1.2</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>05:46:13.4</td>
<td>-00:06:08</td>
<td>0.4</td>
<td>0.6</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>05:46:09.2</td>
<td>-00:05:50</td>
<td>0.4</td>
<td>0.6</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>05:46:13.8</td>
<td>-00:05:29</td>
<td>0.9</td>
<td>1.3</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>05:46:06.6</td>
<td>+00:01:07</td>
<td>0.1</td>
<td>0.1</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>05:46:23.6</td>
<td>-00:13:29</td>
<td>0.7</td>
<td>1.0</td>
<td>-</td>
<td>-</td>
</tr>
</tbody>
</table>
Table 5.2: Continued.

<table>
<thead>
<tr>
<th>RA</th>
<th>Dec</th>
<th>$M_J$ Quote ($M_\odot$)</th>
<th>$M_J$ Conv ($M_\odot$)</th>
<th>$M_M$ Quote ($M_\odot$)</th>
<th>$M_M$ Conv ($M_\odot$)</th>
</tr>
</thead>
<tbody>
<tr>
<td>05:46:59.8</td>
<td>+00:20:26</td>
<td>-</td>
<td>-</td>
<td>0.4</td>
<td>0.3</td>
</tr>
<tr>
<td>05:47:00.3</td>
<td>+00:20:35</td>
<td>-</td>
<td>-</td>
<td>0.5</td>
<td>0.3</td>
</tr>
<tr>
<td>05:47:01.1</td>
<td>+00:20:37</td>
<td>-</td>
<td>-</td>
<td>0.4</td>
<td>0.2</td>
</tr>
<tr>
<td>05:47:07.5</td>
<td>+00:22:46</td>
<td>-</td>
<td>-</td>
<td>0.6</td>
<td>0.4</td>
</tr>
<tr>
<td>05:47:08.2</td>
<td>+00:22:52</td>
<td>-</td>
<td>-</td>
<td>0.6</td>
<td>0.4</td>
</tr>
<tr>
<td>05:47:02.0</td>
<td>+00:20:45</td>
<td>-</td>
<td>-</td>
<td>0.7</td>
<td>0.5</td>
</tr>
<tr>
<td>05:46:49.7</td>
<td>+00:00:20</td>
<td>-</td>
<td>-</td>
<td>0.4</td>
<td>0.3</td>
</tr>
<tr>
<td>05:46:52.8</td>
<td>+00:01:48</td>
<td>-</td>
<td>-</td>
<td>0.4</td>
<td>0.3</td>
</tr>
<tr>
<td>05:46:39.1</td>
<td>+00:00:33</td>
<td>-</td>
<td>-</td>
<td>0.3</td>
<td>0.2</td>
</tr>
<tr>
<td>05:46:45.1</td>
<td>+00:00:18</td>
<td>-</td>
<td>-</td>
<td>0.6</td>
<td>0.4</td>
</tr>
<tr>
<td>05:46:28.5</td>
<td>+00:21:41</td>
<td>-</td>
<td>-</td>
<td>1.4</td>
<td>1.0</td>
</tr>
<tr>
<td>05:46:30.0</td>
<td>+00:19:52</td>
<td>-</td>
<td>-</td>
<td>0.7</td>
<td>0.5</td>
</tr>
<tr>
<td>05:47:35.1</td>
<td>+00:20:21</td>
<td>-</td>
<td>-</td>
<td>0.7</td>
<td>0.5</td>
</tr>
<tr>
<td>05:47:14.3</td>
<td>+00:21:30</td>
<td>-</td>
<td>-</td>
<td>0.3</td>
<td>0.2</td>
</tr>
<tr>
<td>05:47:17.2</td>
<td>+00:21:27</td>
<td>-</td>
<td>-</td>
<td>0.4</td>
<td>0.3</td>
</tr>
<tr>
<td>05:47:29.8</td>
<td>+00:20:39</td>
<td>-</td>
<td>-</td>
<td>0.9</td>
<td>0.6</td>
</tr>
<tr>
<td>05:47:02.7</td>
<td>+00:22:55</td>
<td>-</td>
<td>-</td>
<td>0.7</td>
<td>0.5</td>
</tr>
<tr>
<td>05:47:03.2</td>
<td>+00:19:40</td>
<td>-</td>
<td>-</td>
<td>0.3</td>
<td>0.2</td>
</tr>
<tr>
<td>05:47:03.3</td>
<td>+00:22:35</td>
<td>-</td>
<td>-</td>
<td>1.0</td>
<td>0.7</td>
</tr>
<tr>
<td>05:47:03.6</td>
<td>+00:19:54</td>
<td>-</td>
<td>-</td>
<td>0.3</td>
<td>0.2</td>
</tr>
<tr>
<td>05:47:03.6</td>
<td>+00:20:08</td>
<td>-</td>
<td>-</td>
<td>0.6</td>
<td>0.4</td>
</tr>
<tr>
<td>05:47:04.2</td>
<td>+00:20:23</td>
<td>-</td>
<td>-</td>
<td>0.4</td>
<td>0.2</td>
</tr>
<tr>
<td>05:47:10.7</td>
<td>+00:22:29</td>
<td>-</td>
<td>-</td>
<td>0.3</td>
<td>0.2</td>
</tr>
<tr>
<td>05:47:11.9</td>
<td>+00:22:45</td>
<td>-</td>
<td>-</td>
<td>0.4</td>
<td>0.3</td>
</tr>
<tr>
<td>05:46:58.2</td>
<td>+00:20:12</td>
<td>-</td>
<td>-</td>
<td>0.6</td>
<td>0.4</td>
</tr>
</tbody>
</table>
Core mass functions based on the published data of Johnstone et al. (2001) and Motte et al. (2001) are plotted in Figures 5.6 and 5.7 respectively. The masses have been scaled to correspond to my masses by accounting for the different assumptions used, as discussed above.

Figure 5.6 shows that the mass function calculated by Johnstone et al. is approximately consistent with my mass function (overlaid in grey). The break in the function occurs at approximately 1 $M_\odot$ and the slope at the high mass side is consistent with $N(> M) \propto M^{-1.5}$. This fit is based on the cumulative mass function for these data. The fact that the slopes of the high mass side of the mass functions are approximately the same, indicates that the included protostellar envelopes have little effect on this region of the function. The notable difference
The core mass function based on the masses measured by Motte et al. (2001) is shown in Figure 5.7. It is still consistent with my mass function, which is overlaid in grey, but shows a greater deal of discrepancy than we saw in Figure 5.6. This function peaks at a lower mass than Figure 5.3. This is expected, given that a number of high mass cores have been split up into lower mass sub-cores by Motte et al.

To summarise this section, I have calculated the prestellar core mass function for the submillimetre sources in the Orion B molecular cloud that are not known
to be protostellar in nature. The slope of the high mass tail of the mass function is consistent with most estimates of the high mass region of the stellar initial mass function. The core mass function peaks around 1 $M_\odot$, which is higher than the peak of the IMF. This can be explained by the star formation efficiency of each core being less than 1, and by binary and multiple star formation from each core.

### 5.2.3 Clustering of Cores in Orion B

In this section, I analyse the clustering properties of the sources detected in the 850 $\mu$m SCUBA map. The results are compared to the clustering properties of young stars that are still associated with their parent molecular cloud.

The majority of stars form in clusters (e.g. Gomez et al., 1993), and the way in which stars are clustered can give insight into the physics controlling their formation. Many researchers have studied the clustering of young pre-main-sequence (PMS) stars (e.g. Gomez et al., 1993; Larson, 1995; Simon, 1997). The scan-map data introduced in Chapter 4 shows that the prestellar cores and YSOs are obviously clustered. In this section, their clustering is analysed and compared to that of PMS stars from a number of regions. The advantage of studying the clustering of such young objects is that they have not yet had time to move far from their birthplace.

A number of methods have been employed to study the clustering properties of PMS stars in star-forming regions. Gomez et al. (1993) used a two-point angular correlation function to investigate the clustering of T-Tauri stars in the Taurus-Auriga molecular cloud. The two-point angular correlation function, $w(\theta)$, is defined in terms of the joint probability, $\delta P$, of finding two objects separated by
the angular distance $\theta$ (Peebles, 1980):

$$\delta P = N^2 [1 + w(\theta)] \delta \Omega_1 \delta \Omega_2.$$  \hspace{1cm} (5.5)

Here, $N$ is the mean surface density of objects and $\delta \Omega_1$ and $\delta \Omega_2$ are two elements of solid angle, separated by $\theta$. $w(\theta)$ can be estimated by comparing the number of pairs of stars at each separation to an equivalent number calculated for an equal number of randomly placed objects within the map.

Gomez et al. (1993) used the estimator for $w(\theta)$ given by:

$$w(\theta) = \frac{N_{CC}(\theta)}{N_{RR}(\theta)} - 1,$$  \hspace{1cm} (5.6)

where $N_{CC}(\theta)$ and $N_{RR}(\theta)$ are the number of object-object pairs and the number of random-random pairs respectively. They found that for Taurus, the stars are clustered, and the distribution of the stars could be fitted by a single power-law with an index of $-1.2$. This would indicate that the stars are clustered self-similarly, and that the clustering on this range of scales is caused by the same physical mechanism. They also found tentative evidence for a break in the slope of the power-law at a scale of approximately 0.05 pc.

An alternative method, that is both more rigorous, and more successful in handling smaller numbers of sources was proposed by Landy & Szalay (1993). They showed that the estimator for the correlation function, given by Equation 5.6, has a variance that is significantly higher than Poisson statistics would predict. They proposed an alternative method for calculating $w(\theta)$:

$$w(\theta) = \frac{N_{CC}(\theta) - 2N_{CR}(\theta) + N_{RR}(\theta)}{N_{RR}(\theta)},$$  \hspace{1cm} (5.7)
and showed that its variance was proportional to the statistical prediction, which is given by the following (Hewett, 1982):

$$\delta w(\theta) = \sqrt{\frac{1 + w(\theta)}{N_{CC}(\theta)}}.$$  (5.8)

Here, $N_{CC}(\theta)$ and $N_{RR}(\theta)$ are as in Equation 5.6, and $N_{CR}(\theta)$ is the number of object-random pairs. The three terms are normalised to account for a different number of real and random objects.

Larson (1995) combined the data of Gomez et al. (1993), with higher resolution data of the same region obtained by Simon (1992), Ghez et al. (1993) and Leinert et al. (1993). Larson plotted the data as the mean surface density of companions, which is related to the two-point angular correlation function, and is discussed below. This analysis confirmed the existence of the break in the slope at a scale of 0.04 pc, indicating that the star formation process is not scale-free. The data could be fitted by two power-laws, with slopes of $-0.6$ on scales larger than 0.04 pc, and $-2$ on scales shorter than this.

Larson (1995) noted that the break occurred at approximately the Jeans length, and suggested that on scales shorter than the break, the separations are between stars in bound systems. On larger scales, the distribution of separations represents the clustering of these systems.

Simon (1997) analysed new data for the Taurus-Auriga cloud, and carried out a similar analysis for the $\rho$ Ophiuchi and the Orion Trapezium star-forming regions. He found that in all three regions, the mean surface density of companions is well represented by a two part power-law. In all cases except the Orion Trapezium cluster, the slopes of the power-laws are consistent with the results of Larson.
The Trapezium cluster had a slope of $-0.2$ in the high separation regime. The position of the break in the slope for the three regions is very different, varying from 400 AU in the Orion Trapezium cluster, to 5000 AU in ρ Ophiuchi, and 12000 AU in Taurus-Auriga cloud. Simon concluded that the position of the break is not solely caused by the Jeans length in the cloud, but is influenced by other factors, such as the mean stellar density.

The only data regarding the clustering properties of PMS stars in Orion B was obtained by Nakajima et al. (1998), who found that between separations of $3.8'$ (0.4 pc) to $2.5^\circ$ (17 pc), the data can be fitted with by $\Sigma_c(\theta) \propto \theta^{-0.7}$. At closer separations, the data cannot be fitted by a power-law.

The two-point angular correlation function was calculated using Equation 5.7 for the cores and protostars in my Orion B data. The result is given in Figure 5.8, which shows $w(\theta)$ plotted against $\log \theta$, from the resolution limit of the telescope to the maximum extent of the map. Each object in the map was used, regardless of whether or not a protostellar source has been identified, because the protostars are too young to have travelled far from their birthplace. The analysis was therefore based on 55 objects, which gave 2970 pairs. 250 objects were placed at random positions within the bounds of the map, therefore there were 13750 object-random pairs, and 62250 random-random pairs. The pairs were binned using annuli with logarithmically increasing radii. The error bars on the graph were calculated using Equation 5.8.

Figure 5.8 shows a positive correlation on small scales, indicating that the cores are clustered. To quantify this clustering, the data were plotted on a log-log
Figure 5.8: Figure showing the two-point angular correlation function for my Orion B cores, calculated using Equation 5.7. The graph clearly shows that the cores are clustered on scales smaller than $\sim 0.1^\circ$.

The data were fitted by a power-law of the form:

$$w(\theta) = \left( \frac{\theta}{\theta_0} \right)^\alpha,$$

(5.9)

where $\theta_0$ is the characteristic clustering length scale. The best fit parameters of Equation 5.9 are $\theta_0 = 0.05^\circ$ and $\alpha = -0.66$. This indicates that the cores are significantly clustered on scales smaller than $0.05^\circ$, i.e. there is a higher probability of finding a pair of cores at a separations below this value than for a random distribution. At the distance of Orion, this corresponds to 0.35 pc. It should be borne in mind that the technique is insensitive to clustering on scales comparable with the map size (e.g. Simon, 1997). Given that my estimated $\theta_0$ is smaller than the scale of the map, this appears to be a significant result.
The mean surface density of companions $\Sigma_c(\theta)$ can be more useful than the two-point angular correlation function (Larson, 1995), as it gives the actual surface density, rather than the excess density over a random distribution. It is calculated by measuring the number of core pairs at each separation, and dividing by the total number of objects ($N_{\text{cores}}$) and the area of the annulus:

$$\Sigma_c(\theta) = \frac{N_{\text{CC}}(\theta)}{N_{\text{cores}} \pi \left[ \left( \theta + \frac{\Delta \theta}{2} \right)^2 - \left( \theta - \frac{\Delta \theta}{2} \right)^2 \right]}.$$  \hspace{1cm} (5.10)

$\Sigma_c(\theta)$ is related to the two-point angular correlation function by the following (Peebles, 1980):

$$\Sigma_c(\theta) = \frac{N_{\text{cores}}}{A} [1 + w(\theta)],$$  \hspace{1cm} (5.11)

where $A$ is the total area of the map.
5.2. THE ORION B MOLECULAR CLOUD

Figure 5.10: The mean surface density of companions for my Orion B cores, calculated using Equation 5.10. The error bars are calculated based on the square root of the number of pairs in each annular bin.

Figure 5.10 shows the mean surface density of companions calculated using Equation 5.10. As for Figure 5.8, the pairs were binned using annuli with logarithmically increasing radii, from the resolution limit, to the size of the map. The error bars on the graph are simply the $\sqrt{N}$ error in each annulus. The graph shows a number of features, the most obvious being that the data are not well fitted by a single power-law over their full range. This is an artefact of the limited scales that are reliably sampled by the data, and is explained more fully below. Secondly, there is a noticeable dip below the slope of the graph at $\theta = 0.1^\circ - 0.2^\circ$. This is due to the fact that the two groups of cores in LBS10-17 and LBS8 are smaller than this scale, and the distance between the groups is larger. There are therefore significantly fewer cores found in annuli with radii corresponding to this scale, than on both smaller scales (where core pairs from the same group are detected), and larger scales (where cores from the other group are picked up).
\( \Sigma_c(\theta) \) can only be accurately measured for cores further away from the map boundary than the maximum annulus radius \((\theta_{\text{max}})\). Any cores closer to the boundary than \(\theta_{\text{max}}\) may have unseen companions, therefore \(\Sigma_c(\theta)\) will be underestimated. This could explain why the curve in Figure 5.10 is not well fitted by a single power-law.

Bate, Clarke, & McCaughrean (1998) describe a number of methods for accounting for the missing cores. The simplest method is to select a subsample of cores such that none are closer to the map boundary than \(\theta_{\text{max}}\), and calculate \(\Sigma_c(\theta)\) using this sub-sample. A disadvantage of this method is that a large amount of information is discarded. An alternative is to use the area of each annulus that falls within the map area, rather than the total area of the annulus. This area can be calculated either analytically, or using Monte Carlo methods.

As the number of cores in my sample is small, selecting a subset of the data is undesirable, because it leaves too few cores to obtain good statistics, therefore the area correction was applied. Given the complicated shape of the map, the areas of the annuli were calculated using the Monte Carlo method.

For each annulus size, the area of the annulus contained within the map was calculated for each core position. The average area for the annulus of that size was then used when calculating \(\Sigma_c(\theta)\) for that scale (hereafter called \(\Sigma_{c-\text{corr}}(\theta)\) when the correction is applied). For smaller values of \(\theta\), there are very few cores at a distance \(\theta\) from the map boundary, therefore this method has no effect on the calculation, and \(\Sigma_{c-\text{corr}}(\theta)\) is equal to \(\Sigma_c(\theta)\). When \(\theta\) approaches the size of a single scan-map, the average area of the annuli that falls outside the map becomes significant. The sizes of the annuli, together with the average area that falls inside the map boundary, are tabulated in Table 5.3. The table also contains the number
Table 5.3: Table giving the annular radii (columns 1 and 2), and the number of pairs with separations that fall within each annulus (column 3). Column 4 shows the mean surface density of companions, as calculated using Equation 5.10. Columns 5 and 6 give \( \Sigma_c(\theta) \) and \( \Sigma_{c-corr}(\theta) \) respectively. Column 6 gives the average fractional area of each annulus that is within the map.

<table>
<thead>
<tr>
<th>Annular radii (&quot;)</th>
<th>Inner</th>
<th>Outer</th>
<th>( N_{CC} )</th>
<th>( \Sigma_c(\theta) )</th>
<th>( \Sigma_{c-corr}(\theta) )</th>
<th>Area</th>
</tr>
</thead>
<tbody>
<tr>
<td>20.0</td>
<td>28.3</td>
<td>28.3</td>
<td>3</td>
<td>559</td>
<td>563</td>
<td>0.99</td>
</tr>
<tr>
<td>28.3</td>
<td>40.1</td>
<td>40.1</td>
<td>6</td>
<td>558</td>
<td>559</td>
<td>1.00</td>
</tr>
<tr>
<td>40.1</td>
<td>56.8</td>
<td>56.8</td>
<td>11</td>
<td>510</td>
<td>512</td>
<td>1.00</td>
</tr>
<tr>
<td>56.8</td>
<td>80.5</td>
<td>80.5</td>
<td>21</td>
<td>485</td>
<td>486</td>
<td>1.00</td>
</tr>
<tr>
<td>80.5</td>
<td>114.0</td>
<td>114.0</td>
<td>34</td>
<td>392</td>
<td>393</td>
<td>1.00</td>
</tr>
<tr>
<td>114.0</td>
<td>161.4</td>
<td>161.4</td>
<td>58</td>
<td>333</td>
<td>341</td>
<td>0.98</td>
</tr>
<tr>
<td>161.4</td>
<td>228.6</td>
<td>228.6</td>
<td>86</td>
<td>246</td>
<td>268</td>
<td>0.92</td>
</tr>
<tr>
<td>228.6</td>
<td>323.7</td>
<td>323.7</td>
<td>101</td>
<td>144</td>
<td>179</td>
<td>0.81</td>
</tr>
<tr>
<td>323.7</td>
<td>458.4</td>
<td>458.4</td>
<td>100</td>
<td>71</td>
<td>112</td>
<td>0.64</td>
</tr>
<tr>
<td>458.4</td>
<td>649.3</td>
<td>649.3</td>
<td>116</td>
<td>41</td>
<td>91</td>
<td>0.45</td>
</tr>
<tr>
<td>649.3</td>
<td>919.5</td>
<td>919.5</td>
<td>189</td>
<td>33</td>
<td>110</td>
<td>0.30</td>
</tr>
<tr>
<td>919.5</td>
<td>1302.3</td>
<td>1302.3</td>
<td>276</td>
<td>24</td>
<td>137</td>
<td>0.18</td>
</tr>
<tr>
<td>1302.3</td>
<td>1844.3</td>
<td>1844.3</td>
<td>305</td>
<td>13</td>
<td>152</td>
<td>0.09</td>
</tr>
<tr>
<td>1844.3</td>
<td>2612.0</td>
<td>2612.0</td>
<td>179</td>
<td>4</td>
<td>161</td>
<td>0.02</td>
</tr>
</tbody>
</table>

of pairs at each separation, and the values of \( \Sigma_c(\theta) \) and \( \Sigma_{c-corr}(\theta) \).

Figure 5.11 shows the mean surface density of companions, corrected for annuli that fall partially outside the map. The effect of this correction is dramatic, and \( \Sigma_{c-corr}(\theta) \) at large \( \theta \) is increased by up to a factor of 10 from \( \Sigma_c(\theta) \). This correction effectively makes the assumption that where the annulus falls outside the map boundary, it is populated with a density of cores equal to that within the map. At large separation, the correction will lead to a large overestimate in the number of pairs. This is because the mapped area is the central region of the Orion B molecular cloud, and the surface density of cores is likely to be higher here than outside the map. The calculation of \( \Sigma_c(\theta) \) makes the assumption that there are no cores beyond the edge of the map, which is probably an underestimate. Therefore the estimation of \( \Sigma_c(\theta) \) can only reliably be made where the results obtained using
Figure 5.11: Figure showing the $\Sigma_{c-corr}(\theta)$ for the cores in my Orion B data (filled circles). The error bars are calculated based on the square root of the number of pairs in each annular bin. The grey stars indicate the uncorrected value of $\Sigma_c(\theta)$ for comparison, as plotted in Figure 5.10.

either of the two assumptions are consistent. This range of separations is from 20" to 320", which correspond to 0.04 pc and 0.6 pc respectively at the distance of Orion B.

Figure 5.12 shows the uncorrected mean surface density of companions for the separations that are reliable in this map shape and size. The data are clearly not well fitted by a single power-law. At separations below 0.04° (0.28 pc at a distance of 400 pc), the data are best fitted by a power-law with a slope $-0.3$. At larger separations, the data are best fitted by a power-law with a slope of $-1.1$. This indicates that the clustering on these scales does not occur in a scale free manner.

The steeper slope of $-1.1$ has the same origin as the 'dip' that is apparent in Figure 5.10, which has already been explained by the fact that the cores are
Figure 5.12: Figure showing the mean surface density of companions over the reliable scales, i.e. away from map edge effects. The best fit power-laws to the two regions of the graph are shown as solid lines. At separations smaller than 0.04° (0.28 pc), the data are fit by $\Sigma_c(\theta) \propto \theta^{-0.3}$. At separations larger than this, the best fit line is $\Sigma_c(\theta) \propto \theta^{-1.1}$. The steeper part of the graph can be explained by the finite size of each of the sub-clusters (0.04°).

located in two groups, which are found in LBS10-17 and LBS8. These groups are in the form of fragmenting filaments, with clear boundaries. These are therefore not scale free systems, and it is not surprising that the results find this. Hence we will ignore the slope of $-1.1$ and concentrate on the smaller separations.

The slope of $-0.3$ is flatter than the $-0.6$ that is usually found for PMS stars in the clustering regime. A power-law with a slope of $-0.6$ is plotted on Figure 5.12 as a dotted line. This line does fall within the $1\sigma$ statistical error bars, though it is a significantly poorer fit.

Interestingly, $\Sigma_c(\theta)$ measured for the young stars in the Orion Trapezium cluster at large separations, has a power-law slope of $-0.2$. This is more consistent
with the value of \(-0.3\) I have calculated for the prestellar cores and protostars in Orion B. This suggests that clustering properties of the young stars are set at the prestellar stage, and also that the power-law slope of \(\Sigma_c(\theta)\) is set by environmental effects, and as such, varies from region to region.

There is no evidence in the data for the break in the curve that signifies the change from the clustering to the multiplicity regimes. This is expected, because the break typically occurs on scales below the resolution limit of these data. The only previous data constraining the position of the break in the Orion B region is that it lies below 3.8' (0.4 pc) (Nakajima et al., 1998). My data reduces this upper limit to 20'' (0.04 pc or 8000 AU).

To summarise and conclude this section, I have measured the mean surface density of companions for the prestellar cores and protostars in Orion B. The spatial scales that are reliably probed by the map are between 0.04 and 0.6 pc. At scales below 0.28 pc, \(\Sigma_c(\theta)\) can be fitted by a single power-law with a best-fit slope of \(-0.3\). This slope is smaller than the value of \(-0.6\) that is typically found for PMS stars in the clustering regime, but is consistent with the value of \(-0.2\) that is found in the Orion Trapezium cluster. However, the value of \(-0.6\) is just consistent with my data at the extreme limits of the 1\(\sigma\) error bars (see Figure 5.12). Finally, my data have allowed the upper limit of the break between the multiplicity and the clustering regimes to be lowered from 0.4 pc to 0.04 pc. This is consistent with the values seen for YSOs.
5.3 The L1689 Molecular Cloud

In this section, I discuss the scan-map data for the L1689 molecular cloud. In Section 5.3.1 I discuss the nature of each of the sources using previous surveys of the region at different wavelengths. In Section 5.3.2, the SCUBA data are compared with molecular line maps of L1689 and the neighbouring L1688 cloud, and also millimetre continuum maps of L1688. The similarities and differences between the two clouds are discussed.

5.3.1 Young Stellar Objects

Figure 5.13 shows the map of the L1689 region with my 850 μm detected sources marked. In this section, I will discuss the identities of each of these detections.

Source #1 is a relatively bright object with no evidence of existing protostars. It shows some evidence of internal structure. Either side of the bright central core are what appear to be spiral arms. The diameter of the system is approximately 3' (0.1 pc at a distance of 130 pc). There is also a second distinct core (#2) approximately 2' from the centre of core #1. The proximity of the second core to #1 indicates that the more massive core may be undergoing fragmentation.

The relatively faint source #4 is the Class II object L1689-IRS5, which has been identified in the near and mid-infrared (Greene et al., 1994; Bontemps et al., 2001). Approximately 25'' north of this (0.015 pc at 130 pc), lies the brighter source #3, which has not been previously observed at other wavelengths. This object is therefore assumed to be prestellar in nature. Source #5 has also not been detected at other wavelengths, though its low mass (~ 0.05 M☉) and diffuse nature indicate
that it may not be gravitationally bound.

Source #6 is the Class I object IRAS 16289-2450, which is also known as L1689-IRS6 (Greene et al., 1994; Bontemps et al., 2001). This object is centrally condensed in the submillimetre and no extended emission is detected. Source #7 is the prestellar core L1689SMM, which was mapped by Kirk (2002) using SCUBA in jiggle-map mode. As discussed in Chapter 4, the core is elongated in the direction
of the filament, though shows no evidence of fragmenting along its length. Both the morphology and flux density, measured from the scan-map, are consistent with the earlier jiggle-map. There is no evidence of a protostar at the centre. There is an abrupt gap in the filament between core #7 and the group of objects to the north (#3, #4 and #5). This could be caused by the gravitational collapse of the filament onto the cores, or the cavity could have been cleared by outflows from IRAS 16289-2450, which lies within the cavity.

The brightest source in the map is #8, which is the Class 0 protostar IRAS 16293-2422 (hereafter 16293). This object has been well studied at a number of wavelengths (e.g. Mundy et al., 1992; Ceccarelli et al., 1998; Castets et al., 2001), and is used as a secondary flux calibrator for submillimetre observations using SCUBA (Sandell, 1994). It is a proto-binary system, with two components (16293a & b) at a separation of approximately 800 AU (Mundy et al., 1992). Both objects are Class 0 protostars and are the sources of a quadrupolar molecular outflow, though 16293b shows no evidence of current outflow activity (Walker, Carlstrom, & Bieging, 1993). The two sources are unresolved in the 14" JCMT beam.

Source #9 corresponds to the third object in the 16293 system, 16293E, which is located 86" (0.05 pc) to the east of 16293. This object is also a Class 0, and the source of a molecular outflow (Castets et al., 2001). Assuming a temperature of 24 K for this source (Castets et al., 2001) gives an envelope mass of $1.0 \pm 0.5 M_\odot$ in an area of $0.06 \times 0.05$ pc.

Source #10 is the well studied prestellar core L1689B. This was one of the original starless ammonia cores mapped by Myers & Benson (1983) and subsequently determined to be prestellar in nature (Ward-Thompson et al., 1994). Subsequent mapping with the 1.3 mm MPIfR bolometer array at the IRAM telescope con-
firmed the results of the earlier survey (André et al., 1996), and provided a more detailed picture of the density profile of the core (see Section 1.3).

The morphology of L1689B, as shown in Figure 4.12, is elongated in a roughly east to west direction. This is consistent with the 1.3 mm map (André et al., 1996) and also a SCUBA jiggle-map of the core (Kirk, 2002). Kirk performed a greybody fit to the SED of L1689B between 90 μm and 1.3 mm using ISO, JCMT and IRAM data, and found a best-fit temperature of $11.9^{+0.7}_{-0.5}$ K. Using this temperature, together with a dust opacity of $1.4 \text{ cm}^2\text{g}^{-1}$, yields a mass for L1689B of $1.0 \pm 0.4 \text{ M}_\odot$ in an area of $0.08 \times 0.05 \text{ pc}$. This is consistent with the mass calculated by André et al. (1996) from the 1.3 mm dust emission for an equivalent sized aperture.

The final source (#11) lies 20″ (2600 AU) from a Class II protostar RX J1633.9-2442, which was identified through optical spectroscopy followup observations to a ROSAT (Röntgen Satellite) X-ray survey of ρ Ophiuchi (Martin et al., 1998). It is assumed that the submillimetre emission is associated with this source.

Table 5.4 summarises these results, and also gives the masses calculated from the 850 μm flux. The temperature of 12 K calculated for L1689B (Kirk, 2002) was used for all of the prestellar cores, and the $\kappa_{d,850}\mu\text{m}$ of $1.4 \text{ cm}^2\text{g}^{-1}$ was used as discussed in Section 1.6.1. For Class 0 and I envelopes, the volume averaged dust temperature is assumed to be 30 K (André & Montmerle, 1994). A higher dust mass opacity of $1.9 \text{ cm}^2\text{g}^{-1}$ was used, as recommended by Ossenkopf & Henning (1994) for higher density regions. This is consistent with the value used by André & Montmerle if a β of 1.3 is used to extrapolate from 1.3 mm. The dust temperature of Class II sources is also taken to be 30 K (André & Montmerle, 1994), though a higher still value of $\kappa_{d,850}\mu\text{m}$ is required, due to increased grain growth in the high
Table 5.4: The prestellar core and protostellar envelope masses for the sources in L1689. The region of the cloud that each source is associated with is included in column 4. This information is used in the following analysis. \(^{11}\) IRAS 16293-2422 is known to be a binary system. \(^{12}\) (Greene et al., 1994), \(^{13}\) (Kirk, 2002), \(^{14}\) (e.g. Mundy et al., 1992), \(^{15}\) (Castets et al., 2001), \(^{16}\) (André et al., 1996), \(^{17}\) (Martin et al., 1998).

<table>
<thead>
<tr>
<th>Source Name</th>
<th>Class</th>
<th>Mass ((M_\odot))</th>
<th>(^{13})CO region</th>
<th>Other Names</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>Pre</td>
<td>2.4</td>
<td>R53</td>
<td></td>
</tr>
<tr>
<td>2</td>
<td>Pre</td>
<td>0.2</td>
<td>R53</td>
<td></td>
</tr>
<tr>
<td>3</td>
<td>Pre</td>
<td>0.4</td>
<td>R55</td>
<td></td>
</tr>
<tr>
<td>4</td>
<td>II</td>
<td>0.01</td>
<td>R55</td>
<td>L1689-IRS5(^{12})</td>
</tr>
<tr>
<td>5</td>
<td>Pre</td>
<td>0.1</td>
<td>R55</td>
<td></td>
</tr>
<tr>
<td>6</td>
<td>I</td>
<td>0.02</td>
<td>R55</td>
<td>IRAS 16289-2450(^{12})</td>
</tr>
<tr>
<td>7</td>
<td>Pre</td>
<td>0.7</td>
<td>R55</td>
<td>L1689SMM(^{13})</td>
</tr>
<tr>
<td>8</td>
<td>0(^{11})</td>
<td>1.6</td>
<td>R57</td>
<td>IRAS 16293-2422(^{14})</td>
</tr>
<tr>
<td>9</td>
<td>0</td>
<td>0.8</td>
<td>R57</td>
<td>16293E(^{15})</td>
</tr>
<tr>
<td>10</td>
<td>Pre</td>
<td>1.0</td>
<td>R65</td>
<td>L1689B(^{16})</td>
</tr>
<tr>
<td>11</td>
<td>II</td>
<td>0.003</td>
<td>R65</td>
<td>RX J1633.9-2442(^{17})</td>
</tr>
</tbody>
</table>

density disks. Beckwith et al. (1990) recommend a \(\kappa_{d,1.3\text{mm}} = 2.0 \text{ cm}^2\text{g}^{-1}\), which corresponds to \(\kappa_{d,850\mu\text{m}} = 3.5 \text{ cm}^2\text{g}^{-1}\) if \(\beta\) is equal to 1.3.

The temperature profile of 16293 makes calculating the dust mass from submillimetre observations problematic. Molecular line studies of molecules that adsorb to grain surfaces (e.g. Castets et al., 2001; Wakelam et al., 2004) indicate that the envelope of 16293 is composed of a hot core at a temperature of \(~ 100 \text{ K}\), surrounded by a cooler outer envelope at a temperature of 20 – 30 K. The hot inner core has an approximate size of 2" (260 AU), and is therefore not resolved in the JCMT beam. Taking a temperature of 30 K, gives an envelope mass calculated from the 850 \(\mu\text{m}\) data of 1.6 \(\pm 0.7 \text{ M}_\odot\) over an area of 0.07 \(\times\) 0.06 pc. This is comparable with the estimated envelope mass calculated by Walker et al. (1993) from interferometric observations at 3 mm. However, the scale of the 3 mm map is comparable with the JCMT beam, therefore we would expect the combined (3 mm)
envelope masses to be comparable with the peak 850 μm flux density, rather than the integrated flux density. This implies that my values for either the temperature or the dust mass opacity (or both) may have been underestimated.

5.3.2 Comparisons with Previous Surveys

As discussed in Chapter 4, the submillimetre continuum sources in L1689 have all formed in filaments, the most clearly defined being Filament 1 (see Figure 4.14). Maps of L1688 made in C$^{18}$O (Wilking & Lada, 1983) and $^{13}$CO (Loren, 1989) have shown that the most of the CO is found in clumps that are connected by filaments. This filamentary structure is not restricted to the streamers that extend from L1688 and L1689 to the east, but is also seen in the larger clouds if data with restricted radial velocity are considered. Figure 5.14 compares the 850 μm data of L1689 with the $^{13}$CO map considering only $V_{\text{LSR}}$ between 4.68 km s$^{-1}$ and 5.02 km s$^{-1}$ (the full velocity range in the map is 2.98 – 5.70 km s$^{-1}$). As can clearly be seen, Filament 1 is detected both in the dust emission and in $^{13}$CO. Filaments 3 and 4 are seen at velocities 3.32 – 3.66 km s$^{-1}$, though Filament 2 is not apparent in the $^{13}$CO maps.

It is interesting to compare the L1688 and L1689 clouds, as they share the same environment, and are both the same distance away from the Sun, yet they do not share the same level of star formation activity. Loren (1989) calculated the mass L1688 and L1689 from the $^{13}$CO map to be 1447 and 566 M$_{\odot}$ respectively, differing by a factor of 2.6. However, the area on the sky of L1688 (measured at the 6 K contour of the $^{13}$CO maps — see Figure 4.9) is only 1.4 times larger than L1689. Assuming that the two clouds have approximately the same aspect ratio (which is probably a fair assumption, given their similar morphology), the volume
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Figure 5.14: Composite map showing the 850 μm scan-map of L1689 as a grey-scale. The dark contours are based on the map smoothed to a resolution of 60″. The light contours are $^{13}$CO emission with $V_{SLR}$ 4.68 - 5.02 km/s (Loren, 1989), and give antenna temperatures $T_{R}^{*}(^{13}$CO) of 2, 4, 6, 8, 10 and 12 K.

The average density of L1688 is 1.7 times that of L1689. The average density of L1688 is therefore approximately 1.5 times larger than that of L1689. As a result of this, we might expect star formation in L1688 to proceed more rapidly.

Loren (1989) divided the two clouds into 89 different regions, which have a clear spatial or velocity separation. These regions are used in the following analysis to compare the star formation activity across the clouds. Figure 5.15 shows the region boundaries overlaid on the $^{13}$CO contour map, with the names marked for the regions currently undergoing star formation.
Loren et al. (1990) investigated differences in the star formation rates of the different regions of the \( \rho \) Ophiuchi cloud. To do this, they compared the total luminosity \( (L) \) of the young stars associated with each region, with the mass \( (M) \) of the gas, determined from the \( ^{13}\text{CO} \) measurements (Loren, 1989). They found that for L1688, the value of \( L/M \) is 1–2 orders of magnitude higher than for the neighbouring L1689. This method of estimating the star formation efficiency (SFE) is biased towards high mass stars. Loren et al. (1990) also calculated the ratio \( N/M \), where \( N \) is the number of stars associated with each region. This estimate of the SFE is biased towards low mass stars. They again found that of all of the components of \( \rho \) Ophiuchi, L1688 has the highest SFE, though the difference between L1688 and L1689 is much less pronounced and may not be significant.

These methods are both probes of the past star formation activity in the two clouds. In order to compare the current activity, we can look at the mass of the
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Table 5.5: The masses of prestellar cores in each region of the L1688 and L1689 clouds. The mass of each $^{13}$CO region is given in column 3 (Loren, 1989). The mass of each of the DCO$^+$ clumps is given in column 5 (Loren et al., 1990). The masses of prestellar cores in each of the clumps is given in column 7. These were calculated using the IRAM survey of L1688 (Motte et al., 1998), and this SCUBA survey of L1689. For each $^{13}$CO region, the DCO$^+$ mass and the prestellar mass are divided by the mass of the region (columns 6 and 8 respectively — for R22, the sum of the DCO$^+$ masses and prestellar core masses is used).

<table>
<thead>
<tr>
<th>Cloud Name</th>
<th>$^{13}$CO Region</th>
<th>$M_{^{13}\text{CO}}$ ($M_\odot$)</th>
<th>DCO$^+$ Clump</th>
<th>$M_{\text{DCO}^+}$ ($M_\odot$)</th>
<th>$M_{\text{DCO}^+/M_{^{13}\text{CO}}}$</th>
<th>$M_{\text{pre}}$ ($M_\odot$)</th>
<th>$M_{\text{pre}/M_{^{13}\text{CO}}}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>L1688</td>
<td>R22</td>
<td>844</td>
<td>A</td>
<td>12</td>
<td>0.049</td>
<td>7.4</td>
<td>0.028</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>B1</td>
<td>1</td>
<td>1.1</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>B2</td>
<td>6</td>
<td>6.6</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>B3</td>
<td>2</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>C</td>
<td>9</td>
<td>4.5</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>E</td>
<td>11</td>
<td>3.8</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>R25</td>
<td>368</td>
<td>F</td>
<td>9</td>
<td>0.024</td>
<td>0.4</td>
<td>0.001</td>
</tr>
<tr>
<td></td>
<td>R26</td>
<td>206</td>
<td>D</td>
<td>0.7</td>
<td>0.003</td>
<td>0.6</td>
<td>0.003</td>
</tr>
<tr>
<td>L1689</td>
<td>R53</td>
<td>61</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>R55</td>
<td>83</td>
<td>L1689S</td>
<td>7</td>
<td>0.084</td>
<td>2.7</td>
<td>0.033</td>
</tr>
<tr>
<td></td>
<td>R57</td>
<td>202</td>
<td>L1689N</td>
<td>2</td>
<td>0.010</td>
<td>0.0</td>
<td>0.000</td>
</tr>
<tr>
<td></td>
<td>R65</td>
<td>39</td>
<td></td>
<td></td>
<td></td>
<td>2.4</td>
<td>0.060</td>
</tr>
</tbody>
</table>

prestellar cores within each region of the two clouds, and compare that to the mass of the region measured using $^{13}$CO (Loren, 1989). Motte et al. (1998) mapped the cold DCO$^+$ clumps in L1688 at a wavelength of 1.3 mm, with the IRAM 30 m telescope. They detected a number of dense cores, some of which were determined to be prestellar in nature by the lack of a central protostar.

Table 5.5 gives the mass of each cloud region, measured from the $^{13}$CO emission (Loren, 1989), and also the mass of each of the DCO$^+$ clumps found within that region (Loren et al., 1990). The total mass of prestellar cores within each region ($M_{\text{pre}}$), is given in column 7. This is calculated from the millimetre dust emission for the L1688 cores (Motte et al., 1998), and from the submillimetre dust emission for the L1689 cores (my data).
In order to compare my prestellar core masses for L1689 with those for L1688, it is necessary to consider the assumptions used by Motte et al. They assumed a dust mass opacity ($\kappa_{d,1.3\text{mm}}$) of 0.5 cm$^2$/g$^{-1}$, a distance to the region of 160 pc, and temperatures ranging from 12 – 20 K, depending on the local environment.

The masses of the prestellar cores in L1689, given in Table 5.5 were recalculated to be consistent with these assumptions. A dust mass opacity ($\kappa_{d,850\text{um}}$) of 0.9 cm$^2$/g$^{-1}$ was used, which is extrapolated from $\kappa_{d,1.3\text{mm}} = 0.5$ cm$^2$/g$^{-1}$, assuming a $\beta$ of 1.3 as discussed in Section 1.6.1. The core temperature of 12 K was not altered, as it is consistent with the temperature of 12 – 20 K used by Motte et al., given the lower number of luminous embedded stars (Loren et al., 1990).

The sensitivities of the millimetre and submillimetre surveys are not significantly different. The SCUBA map has a 1$\sigma$ sensitivity of approximately 20 mJy/14" beam, which corresponds to 0.009 $M_\odot$. The IRAM map has a 1$\sigma$ sensitivity of 8 mJy/13" beam, which corresponds to 0.006 $M_\odot$ at a temperature of 15 K.

Table 5.5 shows that the current star formation activity is highly variable across both clouds. R22 is currently the most active, forming 23 $M_\odot$ compared to $\sim 0.5$ $M_\odot$ in R25 and R26, and $\lesssim 6$ $M_\odot$ in the regions of L1689. This may be reasonably expected, as the R22 region is significantly more massive than the other regions. What is surprising is that the total mass of all of the prestellar cores in R22 is a lower percentage of the cloud mass than in most regions of L1689 (except R57 which has no detected prestellar cores). This indicates that per unit mass, L1689 is currently the more active of the two clouds. This conclusion contradicts that reached by Loren et al. (1990), which was based on previous star formation activity.
The two regions with the highest values of $M_{\text{pre}}/M_{13\text{CO}}$ (R53 and R65) are the two regions that have no DCO$^+$ detection. Again this is surprising, because one of these regions contains the well studied prestellar core L1689B, which has no detected protostar, and has a well constrained temperature (Kirk, 2002), which is below the temperature that is required to dissociate DCO$^+$ (Loren et al., 1990). We would therefore expect L1689B to have the ideal conditions to contain DCO$^+$. This result indicates that DCO$^+$ clumps may not be as reliable a tracer of current star formation as was previously thought. The survey of L1688 carried out by Motte et al. (1998) was guided primarily by the DCO$^+$ clump positions and may therefore not have measured all of the current star formation activity of the cloud.

In conclusion, the L1689 cloud is currently forming stars at a comparable rate to L1688, when normalised to the total cloud mass. We would not expect this to be the case, because L1688 has a higher average density than L1689. This may be indicating that the rate of star formation is not being dominated by each cloud’s self-gravity, which should be higher in the more dense L1688.

A possible alternative is that the star formation in both clouds could be being affected or even dominated by an external influence such as the Sco OB2 association, as originally suggested by Loren (1989). This is consistent with the observation that the majority of the star formation in both clouds is occurring at the edge of each cloud closest to the OB association. In addition, the streamers to the east of the clouds have a much smaller star formation rate. This hypothesis is strengthened because the star formation in both clouds is occurring in filaments that are perpendicular to the line of sight between each cloud and the OB association.

In addition, the filaments that are seen in the $^{13}$CO observations of Loren have been detected in the submillimetre continuum, and contain all of the current star
formation activity.

5.4 The RCrA Molecular Cloud

In this section, I discuss the scan-map data of the RCrA cloud. The data are shown at 850 µm in Figure 5.16, on which the source numbers are marked. Unlike most of the objects detected in the Orion B and L1689 regions, the majority of the detections in the RCrA cloud correspond to known protostars. The most interesting source is #1, which is the brightest source in the map, and is composed of at least two and possibly three sources (see discussion in Section 4.4.2). A close up view of this source is given in Figure 5.17.

Chini et al. (2003) mapped the RCrA cloud at 1.2 mm with the SIMBA camera at the SEST telescope, which has a resolution of 24″. In order to compare the SIMBA data with my SCUBA data, Figure 5.18 shows the 850 µm SCUBA map in the vicinity of the brightest source, with the SIMBA data overlaid as a contour map (Chini et al., 2003). Other sources in the region are marked with stars and are discussed below.

In the immediate vicinity of the submillimetre peak lies the IRS 7 source, which was first detected in near infrared (Taylor & Storey, 1984). Centimetre radio observations revealed two sources (labelled on Figure 5.18 as VLA 10A and 10B), approximately equidistant from the IRS 7 infrared source (Brown, 1987). The authors interpreted the cm emission as being due to the interaction between a stellar wind from IRS 7 and a thick accretion disk.

Wilking et al. (1997) observed the region at 10 µm using the TIMMI camera
at the ESO 3.6 m telescope, and found that at this wavelength the object lies much closer to VLA 10A. The position of this detection is marked on Figure 5.18 as ‘TIMMI’. The authors claim that the near infrared detection at the original position of IRS 7 is most likely to be reflection nebulosity, and they therefore refute the conclusion about the source made by Brown (1987). Instead, they claim that VLA 10A and the 10 µm source are the same deeply embedded protostar, while they state that VLA 10B is of an unknown nature.

The northern peak of the brightest source in the SCUBA map (#1b) is co-
incident with VLA 10B. Therefore my source \#1b is most likely a new Class 0 protostar. This conclusion is based on the object's large submillimetre flux, which traces a concentration of gas and dust, and the cm emission from VLA 10B, which reveals the presence of a protostellar object, embedded at the centre of the core. In addition, there have been no near or mid-infrared sources detected, which would indicate the presence of a more evolved protostar. This conclusion could be confirmed by the detection of a collimated outflow, centred on \#1b. The southern peak (\#1a) does not contain any infrared or centimetre sources, therefore it is more likely to be prestellar in nature.

The 1.2 mm continuum map of Chini et al. (2003), shows a similar morphology to my SCUBA data, featuring a strong peak — named MMS 13 by Chini et al. — between RCrA and TCrA. The two components of source \#1 that are separated

Figure 5.17: Close-up view of source \#1 and surrounding sources. The contour levels are $3\sigma, 5\sigma, 10\sigma, 15\sigma, 20\sigma, 30\sigma, 40\sigma, 50\sigma$ and $60\sigma$. 
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Figure 5.18: The immediate vicinity of my source #1. The grey-scale is the 850 μm SCUBA map and the contours are the 1.2 mm continuum map made with the SIMBA camera on the SEST telescope (Chini et al., 2003). The contour levels are 415 to 580 mJy/beam in steps of 55, then 690 to 1450 in steps of 190, and 1720 to 2800 in steps of 270 mJy/beam. The positions of relevant sources in the region are marked with stars, and discussed in the text. The JCMT and SEST beams are indicated at the top right of the figure.

by 20" in my SCUBA data, are unresolved in the 24" SIMBA beam. However, the 1.2 mm peak is centred on the SCUBA source #1a, instead of being centred on the composite of #1a and #1b. Therefore the SEDs of the two SCUBA sources seemingly have a different slope between 850 μm and 1.2 mm, with #1a having a shallower slope. This is consistent with #1a being prestellar and #1b being protostellar in nature, as the hotter protostellar envelope will have an SED that peaks at a shorter wavelength, and will therefore have a steeper slope between 850 μm and 1.2 mm. The slopes cannot easily be quantified, due to the two sources
being unresolved in the SIMBA beam.

Chini et al. classify MMS 13 as a Class 0 object with a mass of 5 \( M_\odot \). To calculate this, they assume a temperature of 20 K. Making the same assumption, the total mass calculated from the SCUBA map is consistent with this. The interpretation that the flux density is partly due to a prestellar core, which is typically colder than a protostellar envelope, will increase the measured mass. I calculate masses of 3 — 7 \( M_\odot \) and 1.2 — 2 \( M_\odot \) respectively for #1a and #1b, assuming a prestellar dust temperature and opacity of 12 — 20 K and 1.4 \( \text{cm}^2\text{g}^{-1} \), and protostellar temperature and opacity of 20 — 30 K and 1.9 \( \text{cm}^2\text{g}^{-1} \). The area over which the total flux density is measured is 0.08 \( \times \) 0.06, with the flux density distributed evenly between the two objects, as discussed in Section 4.4.2.

To summarise, there are three sources in the immediate vicinity of IRS 7. The cm source VLA 10A is the least embedded, and is the only source visible in the infrared. It has the weakest submillimetre flux, and is therefore associated with the least dust. I conclude that it is probably a Class I object. VLA 10B has only been detected at cm wavelengths (Brown, 1987) and in my 850 \( \mu \text{m} \) SCUBA data (source #1b). This object is probably a Class 0, as discussed above. The third source (#1a) is only detected in the submillimetre and at 1.2 mm (Chini et al., 2003), and is therefore probably prestellar in nature.

The majority of the other submillimetre sources in the region correspond to known YSOs. Source #2 is detected at 2 \( \mu \text{m} \) (Wilking et al., 1997) and shown on Figure 5.18 as ‘WMB 55’. It is also seen as a shoulder on the side of MMS 13 in the 1.2 mm map of Chini et al. (2003), who suggested that it is a Class I object. Source #3 corresponds to the Coronet member IRS 1 (Taylor & Storey, 1984, see Section 4.4), which is also known as HH100 IRS. It is a Class I source that
5.4. THE RCrA MOLECULAR CLOUD

Table 5.6: The prestellar core and protostellar envelope masses for the SCUBA detections in the RCrA map. \(^1\) (Chini et al., 2003), \(^2\) (Brown, 1987), \(^3\) (Wilking et al., 1997), \(^4\) (Taylor & Storey, 1984), \(^5\) (Strom et al., 1974), \(^6\) (Joy, 1945), \(^7\) (e.g. Prato & Simon, 1997), \(^8\) (Wilking et al., 1992).

<table>
<thead>
<tr>
<th>Source Name</th>
<th>Class</th>
<th>Mass ((M_\odot))</th>
<th>Other Names</th>
</tr>
</thead>
<tbody>
<tr>
<td>1a</td>
<td>Pre</td>
<td>7.0</td>
<td>MMS 13(^{11})</td>
</tr>
<tr>
<td>1b</td>
<td>0</td>
<td>1.2</td>
<td>VLA10B(^{12})</td>
</tr>
<tr>
<td>2</td>
<td>I</td>
<td>0.13</td>
<td>WMB55(^{13})</td>
</tr>
<tr>
<td>3</td>
<td>I</td>
<td>0.11</td>
<td>IRS 1(^{14}), HH100 IRS(^{15})</td>
</tr>
<tr>
<td>4</td>
<td>I</td>
<td>0.14</td>
<td>IRS 2(^{14})</td>
</tr>
<tr>
<td>5</td>
<td>I</td>
<td>0.14</td>
<td>IRS 5(^{14})</td>
</tr>
<tr>
<td>6</td>
<td>Pre</td>
<td>0.9</td>
<td>MMS 10(^{11})</td>
</tr>
<tr>
<td>7</td>
<td>II</td>
<td>0.03</td>
<td>SCrA(^{16})</td>
</tr>
<tr>
<td>8</td>
<td>II</td>
<td>0.07</td>
<td>VVCrA(^{17})</td>
</tr>
<tr>
<td>9</td>
<td>I</td>
<td>0.10</td>
<td>IRAS 18595-3712(^{18})</td>
</tr>
</tbody>
</table>

 drives the Herbig-Haro object HH100 (Strom, Strom, & Grasdalen, 1974), which was first discovered by Strom, Grasdalen, & Strom (1974). It is also detected at cm wavelengths (Brown, 1987). This source is also seen as a shoulder on the side of MMS 13 (Chini et al., 2003). Sources #4 and #5 coincide with the Class I Coronet members IRS 2 and IRS 5 respectively (Taylor & Storey, 1984; Wilking et al., 1997).

Source #6 has no indication of an embedded protostar, the only other detection of this source is at 1.2 mm by Chini et al. (2003), who claim that it is probably a deeply embedded protostar. This source is the least centrally condensed in the SCUBA map, and no cm radio source has been detected, therefore it is more likely that the object is prestellar in nature.

The sources #7 and #8 correspond to the T-Tauri stars SCrA and VVCrA respectively. SCrA was one of the original T-Tauri stars categorised by Joy (1945). It is a strong source at millimetre wavelengths (Reipurth et al., 1993; Chini et al.,
and is the driving source of the Herbig-Haro object HH 82 (Strom et al., 1986). Both SCrA and VVCrA are close visual binaries with separations of 1.4" and 1.9" respectively (Prato & Simon, 1997). Source #9 coincides with the Class I protostar IRAS 18595-3712, which has also been detected in the near infrared (Wilking et al., 1992).

Table 5.6 summarises the results above and gives mass estimates of the prestellar cores and protostellar envelopes. The same assumptions are made about the temperature and dust mass opacity as in Section 5.3.1.

To conclude, I have mapped the R Coronae Australis molecular cloud at submillimetre wavelengths. I have discovered a new Class 0 object. This object is associated with a cm source which was previously of an unknown nature. I hypothesise that the cm emission arises from the accretion onto the protostellar surface. The protostar is separated by 0.01 pc from a second source that I hypothesise to be prestellar in nature. In addition, I have determined the envelope masses of a number of previously identified YSOs and identified two prestellar cores.

The summary and conclusions of this chapter are given in Chapter 6.
Chapter 6

Summary and Conclusions

6.1 Thesis Summary

Star formation is an extremely important process in its own right and it also has important consequences for many other aspects of astronomy. In this thesis I have presented an observational study of star formation.

In Chapter 1, I discussed our current understanding of the process of star formation. I looked at the observed properties of both protostars and their progenitors, prestellar cores. I discussed the implications that these observations have on our understanding about how stars are born in molecular clouds. I gave an overview of the different theories that attempt to explain how and why stars form with the properties that we observe. I also explained the different techniques I have employed to measure important parameters such as the masses of prestellar cores and protostellar envelopes, and the magnetic fields that could play a vital role in a star's formation. I then briefly described our current knowledge of the
stellar initial mass function, and explained why it is important that we understand what causes stars to form with this seemingly universal distribution of masses.

In Chapter 2, I introduced the telescope and instrumentation that were used to obtain the data presented in this thesis. I discussed the atmospheric conditions at the telescope and the strategies that are used to minimise their effect on the data. The different modes of data acquisition were described, including jiggle-mapping, scan-mapping and polarimetry. The data reduction process was described in detail, with emphasis on the reduction of scan-map and polarimetry data.

6.2 Magnetic Fields

In Chapter 3, I presented new polarimetry data for the prestellar core L183. I used these data, together with previously published polarimetry data of L1544, L43 and L183 (Ward-Thompson et al., 2000), to measure the dispersion of the magnetic field lines on the plane of the sky. The polarimetric map of L183 represents the deepest polarimetry map made to date of a prestellar core. The new data have confirmed the conclusions made by Ward-Thompson et al. (2000) that the magnetic field in the three cores is uniform in direction, and is offset significantly from the core’s minor axis. The field direction and the core major axis for L1544 (measured north through east) are $23^\circ \pm 3^\circ$ and $-38^\circ \pm 5^\circ$ respectively. The offset is therefore $61^\circ \pm 6^\circ$. For L43, the field direction and major axis are $-21^\circ \pm 2^\circ$ and $-53^\circ \pm 5^\circ$ respectively, giving an offset of $32^\circ \pm 6^\circ$. For L183, the field direction and major axis are $27^\circ \pm 3^\circ$ and $-17^\circ \pm 5^\circ$ respectively, giving an offset of $44^\circ \pm 6^\circ$.

I showed that there are no theoretical models that can simultaneously fit all of the data for the L1544 prestellar core. The initially subcritical $B_{UV}$ model
matches the mid-infrared absorption data of Bacmann et al. (2000) and the line of sight magnetic field strength measured using the Zeeman effect (Crutcher & Troland, 2000). It can also be argued to be consistent with the molecular line data of Williams et al. (1999). However, it is not consistent with the infall velocities measured by Tafalla et al. (1998), and the value of $\beta$ is too low to agree with the data of Ward-Thompson et al. (2000). The $B_{\text{UV-L1544}}$ model fits the molecular line data of Tafalla et al. and Williams et al. and the magnetic field morphology measured by Ward-Thompson et al., but cannot reproduce the sharp edges seen in the infrared absorption data of Bacmann et al.

Using the measured dispersion of the polarisation vectors in each core, I have used the Chandrasekhar-Fermi technique to determine the magnetic field strength in the plane of the sky. For L1544, L43 and L183, this is equal to 110 \pm 50, 140 \pm 50 and 80 \pm 25 \mu G respectively. These are larger than the typical line of sight field strengths measured using the Zeeman effect for cores of this mass. However, this is to be expected as the Zeeman observations preferentially sample lower density material. The mass to magnetic flux ratio for the three cores has been determined, and compared to the critical value for magnetic support. The mass to flux ratios (in units of the critical mass to flux ratio) for L1544, L43 and L183 are calculated to be 1.0 \pm 1, 1.3 \pm 1 and 3.1 \pm 2 respectively. Therefore the cores are either approximately critical or marginally supercritical.

The result that the cores may be supercritical is consistent with the observations of infalling material towards L1544 and L183, and especially the evidence that in L1544 both the neutrals and the ions are undergoing infall (Tafalla et al., 1998). Crutcher (1999) compiled all of the Zeeman observations of molecular clouds carried out thus far. He found that the average mass to flux ratio was approximately twice the critical value. This is also consistent with the results presented here.
Ambipolar diffusion models predict the formation of a supercritical core after a period of quasi-static contraction. Our results can be made to be consistent with this picture. However, when other results are taken into consideration, one cannot rule out models that are dominated by turbulence, and are magnetically supercritical at all times (as discussed above). Ambipolar diffusion models predict that cores are subcritical earlier in their evolution. Observations of cores at this younger age might be able to distinguish between turbulent and ambipolar diffusion models.

The Chandrasekhar-Fermi technique has been shown to yield magnetic field strengths that are consistent with our current understanding of star formation, and to provide a way of measuring field strengths on a smaller scale than is possible with any other technique.

**6.3 Molecular Clouds**

In Chapter 4, I presented submillimetre continuum data of three molecular clouds, Orion B, L1689 and RCrA. I described my scan-map observations of these regions and the data reduction. I discussed the features in each of the maps and tabulated the flux density of each source at 850 μm and 450 μm. I discussed a number of different ways of visualising the data, and different techniques for extracting information from the data. In Chapter 5, I carried out a comparison with the literature data for Orion B, L1689 and RCrA.
6.3.1 Orion B

I measured the mass function of the prestellar cores in my Orion B data, and compared this to the stellar IMF, and to previously measured core mass functions for the region. I found that the core mass function for masses greater than 1 $M_\odot$ is best fitted by a power-law of slope $-1.5$, and is therefore consistent with estimates of the IMF in this mass range.

The core mass function peaks at approximately 1 $M_\odot$. This is higher than the peak of the IMF, which is typically located at 0.1—0.2 $M_\odot$. This is easily explained, because many cores are expected to form binaries and higher multiple systems, and the star formation efficiency of each core is expected to be significantly less than unity.

Motte et al. (2001) and Johnstone et al. (2001) measured a core mass function with a characteristic mass similar to that of the IMF. This would appear to indicate that the majority of the mass of each core accretes onto the most massive star that is formed within it. This in turn suggests that a star's final mass is dictated by the fragmentation of the cloud, as opposed to mechanisms such as dynamical feedback or competitive accretion. However, I have found that the characteristic mass of the core mass function is significantly higher than that of the IMF. This suggests that a star's final mass is not simply dictated by the physics of fragmentation, and that alternative theories should not be ruled out.

I also measured the clustering properties of the sources in my Orion B map. I found that the cores are clustered on spatial scales less than 0.35 pc. Between 0.04 and 0.4 pc, the mean surface density of companions $\Sigma_c(\theta)$ is best fitted by a power-law of slope $-0.3$. This is consistent with the equivalent data calculated
for young stars in the Orion Trapezium cluster. It is less consistent with $\Sigma_c(\theta)$ measured for young stars in the Taurus and $\rho$ Ophiuchi star-forming regions. I therefore conclude that the star formation process in Orion B is more similar to the rest of Orion than it is to other regions.

6.3.2 L1689

I compared my L1689 scan-map data to previous surveys of L1689 and the neighbouring L1688 cloud made using $^{13}$CO and DCO$^+$, and also to a submillimetre continuum map of L1688. I showed that the star formation activity as a fraction of the total cloud mass in the two clouds was comparable. However, parts of L1689 have a higher percentage of the cloud mass in prestellar cores, indicating that they might be about to undergo significant star formation. I suggested that this was consistent with the star formation in the two clouds being dominated by external influences such as the Sco OB2 association.

6.3.3 RCrA

I compared my RCrA data to previous surveys of the region made at infrared and millimetre wavelengths. I have discovered a new Class 0 source. This object is associated with a cm source which was previously of an unknown nature. I hypothesise that the cm emission arises from the accretion onto the protostellar surface. There is a second submillimetre peak to the south of the Class 0 source that is just resolved in the JCMT beam. This source has only been previously detected at millimetre wavelengths. I therefore hypothesise that it is prestellar in nature.
6.4 Conclusions

I have mapped a number of molecular clouds in the submillimetre continuum. The Orion B cloud and L1689 show a number of similarities and differences. Both clouds show filamentary structure, with the majority of the star formation occurring within the filaments. The filaments in L1689 appear to have a coherent direction across the cloud and are also correlated with the filaments in the neighbouring L1688 cloud. Conversely, the filaments in Orion B appear to be oriented at random angles to each other. This could indicate that the dominant physics controlling the star formation in the two regions is different. A possible explanation for this is that the star formation in the ρ Ophiuchi complex is dominated by the influence of the Sco OB2 association, the closest members of which are located only 4 pc away. The Orion OB association by comparison is located over 30 pc from the Orion B molecular cloud. Perhaps this difference is the reason behind the differences in the two clouds.

The three molecular clouds for which I have data have different properties. Orion B is a region of massive star formation, and does not appear to be influenced by the surrounding environment. L1689 and L1688 are forming typically solar mass stars, and both clouds show evidence of triggered star formation. RCrA is a more isolated region and currently has a low star formation activity. The differences in star formation in the different regions can be explained by the various parameters and environment of each cloud.

I have measured the magnetic field strength of three prestellar cores. It appears that the magnetic field is important in the evolution of the cores, but may not be a dominant factor at this stage of their evolution. Finally there are currently no theoretical models of prestellar evolution that can fit all of the available data.
Clearly the problems of star formation will tax astronomers for many years to come. Currently the observations are constraining theoretical models in an unprecedented way. It appears that only models that can consider in detail every aspect of the physics of star-forming regions will stand a chance of explaining the burgeoning quantities of data produced by modern-day telescopes.
Appendix A

Convolution theory

Two functions $f(t)$ and $g(t)$, have Fourier transforms ($\mathcal{F}$) $F(\nu)$ and $G(\nu)$, given by:

$$F(\nu) = \mathcal{F}[f(t)](\nu) \int_{-\infty}^{\infty} f(t) e^{-2\pi i \nu t} dt,$$

$$G(\nu) = \mathcal{F}[g(t)](\nu) \int_{-\infty}^{\infty} g(t) e^{-2\pi i \nu t} dt.$$  \tag{A.1} \tag{A.2}

The convolution, or degree of overlap of these functions is given by:

$$f(t) \otimes g(t) = \int_{-\infty}^{\infty} g(\tau) f(t - \tau) d\tau,$$

$$= \int_{-\infty}^{\infty} g(\tau) \left[ \int_{-\infty}^{\infty} F(\nu) e^{2\pi i \nu (t-\tau)} d\nu \right] d\tau,$$

$$= \int_{-\infty}^{\infty} g(\tau) \left[ \int_{-\infty}^{\infty} F(\nu) e^{2\pi i \nu \tau} e^{-2\pi i \nu t} d\nu \right] d\tau,$$

$$= \int_{-\infty}^{\infty} F(\nu) \left[ \int_{-\infty}^{\infty} g(\tau) e^{-2\pi i \nu \tau} d\tau \right] e^{2\pi i \nu t} d\nu,$$

$$= \int_{-\infty}^{\infty} F(\nu) G(\nu) e^{2\pi i \nu t} d\nu,$$

$$= \mathcal{F}^{-1}[F(\nu)G(\nu)].$$  \tag{A.3} \tag{A.4} \tag{A.5} \tag{A.6} \tag{A.7} \tag{A.8}

Taking the $\mathcal{F}$ of both sides:

$$\mathcal{F}[f(t) \otimes g(t)] = F(\nu) G(\nu) = \mathcal{F}[f(t)] \mathcal{F}[g(t)],$$  \tag{A.9}

we find that the $\mathcal{F}$ of a convolution of two functions is equal to the product of the $\mathcal{F}$s of the two functions.
Appendix B

Matrix Inversion

A simple example of iterative matrix inversion is given for a one dimensional array, of length 30, with three non-zero values in the centre of the array.

\[
S = 0.0 \ 0.0 \ 0.0 \ 0.0 \ 0.0 \ 8.0 \ 10.0 \ 2.0 \ 0.0 \ 0.0 \ 0.0 \ 0.0 \ 0.0
\]

The chop is simulated by creating two difference arrays, with chop throws of 4 and 6, such that:

\[
D_{1i} = S_{i-2} - S_{i+2} \quad \text{(B.1)}
\]
\[
D_{2i} = S_{i-3} - S_{i+3} \quad \text{(B.2)}
\]

\[
D_{1} = 0.0 \ 0.0 \ 0.0 \ -8.0 \ -10.0 \ -2.0 \ 0.0 \ 8.0 \ 10.0 \ 2.0 \ 0.0 \ 0.0 \ 0.0
\]
\[
D_{2} = 0.0 \ 0.0 \ -8.0 \ -10.0 \ -2.0 \ 0.0 \ 0.0 \ 0.0 \ 8.0 \ 10.0 \ 2.0 \ 0.0 \ 0.0
\]

To recover S from the two difference arrays, make an initial guess S1:

\[
S_{1} = 0.0 \ 0.0 \ 0.0 \ 0.0 \ 0.0 \ 0.0 \ 0.0 \ 0.0 \ 0.0 \ 0.0 \ 0.0 \ 0.0 \ 0.0
\]

The second estimate is made by calculating a new array S2 using S1, D1 and D2.

For each position in S2, two values from D1 are taken that are separated by the chop throw and centred on this position. The difference (D1\text{diff}) between these values is then calculated. Two values from S1 are selected that are separated from the current position in each direction by the chop throw. These values are added
together to make \( S_{1\text{sum}} \). The average is then calculated between \( D_{1\text{diff}} \) and \( S_{1\text{sum}} \). Call this value \( D_{1\text{av}} \).

The same procedure is carried out for \( D_2 \), and the average between \( D_{1\text{av}} \) and \( D_{2\text{av}} \) is calculated. This is the new estimate for \( S_2 \) at this position, and is defined by Equation (B.4). The process is iterated, using the previous estimate in place of \( S_1 \).

\[
S_{\text{new},i} = \frac{[(D_{i+2} - D_{i-2}) + (S_{i+4} + S_{i+4})] + (D_{2i+3} - D_{2i-3}) + (S_{i+6} + S_{i+6})}{4}
\]  

(B.3)

The first few iterations are as follows:

\[
\begin{align*}
S_2 &= -2.5 -2.5 -2.5 -0.5 0.0 8.0 10.0 2.0 0.0 -2.0 -2.5 -2.5 -2.5 \\
S_3 &= 0.0 0.0 0.0 -1.0 -1.3 5.8 7.5 0.5 -1.3 -0.3 0.0 0.0 0.0 \\
S_4 &= -1.4 -1.4 -1.4 -0.7 -0.5 7.9 10.0 1.6 -0.5 -1.2 -1.4 -1.4 -1.4 \\
S_5 &= -0.2 -0.2 -0.2 -0.8 -0.9 6.7 8.6 1.0 -0.9 -0.4 -0.2 -0.2 -0.2 \\
S_6 &= -0.9 -0.9 -0.9 -0.6 -0.5 7.7 9.8 1.6 -0.5 -0.9 -1.0 -1.0 -1.0 \\
\end{align*}
\]

↓↓↓

\[
\begin{align*}
S_{35} &= 0.0 0.0 -0.1 0.0 -0.1 7.9 9.9 1.9 -0.1 -0.1 -0.1 -0.1 -0.1 \\
S_{36} &= 0.0 0.0 0.0 0.0 -0.1 8.0 9.9 1.9 -0.1 -0.1 -0.1 -0.1 -0.1 \\
S_{37} &= 0.0 0.0 0.0 0.0 0.0 8.0 10.0 2.0 -0.1 0.0 -0.1 0.0 0.0 \\
S_{38} &= 0.0 0.0 0.0 0.0 0.0 8.0 10.0 2.0 0.0 0.0 0.0 0.0 0.0 \\
\end{align*}
\]

After 38 iterations, the solution has converged to the correct value of \( S \).
Appendix C

Stokes Parameters

As derived in Equations 2.24 to 2.30, the Stokes parameters are given by:

\[
\begin{align*}
Q &= I_p \cos 2\theta, \\
U &= I_p \sin 2\theta, \\
I &= I_p + I_u.
\end{align*}
\]

(C.1) (C.2) (C.3)

The polarised intensity \((I_p)\) and the degree of polarisation \((p)\) are therefore:

\[
\begin{align*}
I_p &= (Q^2 + U^2)^{0.5}, \\
p &= (I_p/I).
\end{align*}
\]

(C.4) (C.5)

It is convenient to define the normalised (or reduced) Stokes parameters \(q\) and \(u\):

\[
q = \frac{Q}{I}, \quad u = \frac{U}{I}.
\]

(C.6)

Using this notation, the degree of polarisation and polarised intensity are given by:

\[
\begin{align*}
p &= (q^2 + u^2)^{0.5}, \\
I_p &= p \times I,
\end{align*}
\]

(C.7) (C.8)

although as noted in Section 2.5.4, a debias term should be included to account for the errors in \(p\) not being normally distributed.
The variances in $q$ and $u$ are given by:

$$\sigma_q^2 = \left( \frac{\partial q}{\partial Q} \right)^2 \sigma_Q^2 + \left( \frac{\partial q}{\partial I} \right)^2 \sigma_I^2$$

$$= \left( \frac{1}{I} \right)^2 \sigma_Q^2 + \left( \frac{-Q}{I^2} \right)^2 \sigma_I^2$$

$$= \frac{\sigma_Q^2}{I^2} + \frac{\sigma_I^4 q^2}{I^2}$$

$$= \frac{\sigma_I^4 q^2 + \sigma_Q^4}{I^2}. \quad \text{(C.9)}$$

$$\sigma_u^2 = \frac{\sigma_I^4 u^2 + \sigma_Q^4}{I^2}. \quad \text{(C.10)}$$

The variance in $p$ is calculated as follows:

$$\sigma_p^2 = \left( \frac{\partial p}{\partial q} \right)^2 \sigma_q^2 + \left( \frac{\partial p}{\partial u} \right)^2 \sigma_u^2,$$

$$= \left( \frac{q^2}{q^2 + u^2} \right)^2 \sigma_q^2 + \left( \frac{u^2}{q^2 + u^2} \right)^2 \sigma_u^2,$$

$$= \frac{q^2 \sigma_q^2 + u^2 \sigma_u^2}{q^2 + u^2}. \quad \text{(C.11)}$$

Finally, the variance in $I_p$ is given by:

$$\sigma_{I_p}^2 = \left( \frac{\partial I_p}{\partial p} \right)^2 \sigma_p^2 + \left( \frac{\partial I_p}{\partial I} \right)^2 \sigma_I^2,$$

$$= I^2 \sigma_p^2 + p^2 \sigma_I^2. \quad \text{(C.12)}$$
Appendix D

Cumulative Mass Function

If a mass function can be approximated to a power law, then the number of cores in the interval \( \log M \) to \( \log M + \text{d} \log M \) is given by:

\[
\frac{\text{d}N}{\text{d} \log M} \text{d} \log M = k M^x \text{d} \log M, \tag{D.1}
\]

where \( k \) is a constant. Integrating Equation D.1 between \( \log M \) and \( \log M_{\text{max}} \) will give the number of stars with mass greater than \( M \).

\[
N(> M) = \int_{\log M}^{\log M_{\text{max}}} k M^x \text{d} \log M. \tag{D.2}
\]

Using the substituting \( \text{d}M/M = \text{d} \log M \):

\[
N(> M) = \int_{M}^{M_{\text{max}}} k M^x \frac{\text{d}M}{M} = \int_{M}^{M_{\text{max}}} k M^{x-1} \text{d}M. \tag{D.3}
\]

Integrating this yields:

\[
N(> M) = \left[ \frac{k M^x}{x} \right]_{M}^{M_{\text{max}}} = \frac{k}{x} \{M_{\text{max}}^x - M^x\} \tag{D.4}
\]

For negative values of \( x \), the \( M_{\text{max}} \) term in Equation D.4 is negligible except when \( M \) approaches \( M_{\text{max}} \).
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