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Abstract

This thesis is a theoretical investigation into the properties of indirect excitons in coupled quantum wells at low lattice temperatures. The relaxational thermodynamics, optical decay and diffusion of the statistically-degenerate excitons are modelled theoretically and numerically.

The excitons' thermalization from an initial energy, \( E_i/k_B = 20 - 300 \text{ K} \), to the lattice temperature, \( T_b \sim 1 \text{ K} \), is investigated. The exciton optical creation and decay mechanisms are then included, as well as the change in the exciton effective temperature due to these mechanisms. While the optical creation heats the excitons, their optical decay produces an effect called 'recombination heating and cooling', and whether it produces a net cooling or a net heating of the exciton system depends on the exciton effective temperature, \( T \).

The system of excitons is also studied in two dimensions by using a quantum diffusion equation. The excitons are created by a laser pump with a cylindrically-symmetric spatial intensity profile. The created excitons move outwards from the excitation spot by drift and diffusion, and cool down while doing so. They become more optically-active as they cool, creating a ring of photoluminescence around the excitation spot. This ring was also seen in experiments of this kind. Theoretical results are fitted to experimental results, and the diffusion coefficient for exciton concentrations in the range of \( 0 < n_{2D} < 2.5 \times 10^{10} \text{ cm}^{-2} \) varies from 0.06 to \( \sim 25 \text{ cm}^2/\text{s} \) when \( T_b = 1.5 \text{ K} \), and the disorder amplitude in the sample is \( U^0 \sim 0.9 \text{ eV} \).

Finally, a novel kind of laser trap used in experiments to spatially confine the excitons is modelled theoretically. While the experiments were carried out at \( T_b = 1.5 \text{ K} \) giving an occupation number of the ground state of \( \sim 8 \), theoretical simulations show that for a lattice temperature of \( T_b = 0.4 \text{ K} \) the occupation number of the ground state is \( \sim 500 \). The trap is also modelled as a homogeneous trap, and simulations show that when \( T_b \) is decreased further the fraction of excitons in the ground state increases dramatically.
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1 INTRODUCTION

This thesis is a theoretical investigation into the properties of indirect excitons in coupled quantum wells. There is extensive research being conducted at present into the behaviour of indirect excitons in coupled quantum wells. They are of particular interest because in the low density limit they are bosons, and therefore obey Bose-Einstein statistics. It is for this reason that excitons have been studied as potential candidates for Bose-Einstein condensation. The excitons have a finite lifetime, which can be an obstacle for them to reach low temperatures because they must thermalize before they optically decay.

The exciton properties that are investigated in this thesis include their temperature, distribution in space, optical lifetime and velocity. Their behaviour under various conditions is analysed theoretically.

The theoretical results presented in this thesis are compared with experimental results where possible, and by fitting the theoretical results to the experimental results, values can be found for parameters such as the disorder in the quantum well samples, and the diffusion coefficient of the excitons.

1.1 OVERVIEW

This first chapter contains the background information for the work presented in this thesis. It includes details of the system under study, as well as an introduction to the theoretical description of the system.
Chapter 2 is entitled ‘Relaxational Thermodynamics of Quantum Well Excitons’. The first part of the chapter contains a detailed description of the temperature dynamics for a constant concentration of excitons, with derivations of the equations used. The second part of the chapter details the inclusion of the exciton creation pump and optical decay of the excitons, and how these creation and decay processes affect the temperature of excitons.

The third chapter is entitled ‘Diffusion of Quantum Well Excitons’ and details the movement of excitons. It experimental results taken by Butov et al. at the University of California, San Diego. These experiments were all carried out at relatively low temperatures, around 1 K, and feature a laser focused on the sample to create the excitons. The created excitons subsequently move away from the excitation spot, cooling down while doing so. Theoretical results are fitted to the experimental data. The screening of disorder is discussed, as well as the mean-field energy conversion effect, and the suppression of optical decay of excitons due to their velocity.

Chapter 4 is entitled ‘Trapping and Possible Bose-Einstein Condensation of Quantum Well Excitons’ and is about a novel kind of laser trap that is used to spatially confine the quantum well excitons. Again, theoretical results are compared with experimental results, and an estimate for the occupation number of the ground state is made, as well as predictions for experiments conducted at lower temperatures.

General conclusions on the main results are discussed in Chapter 5.

1.2 EXCITONS

In a semiconductor an electron can be excited from the valence band to the conduction band and still be bound to the hole it left in the valence band. The electron and the hole form a complex which is bound by the Coulomb attraction and called an exciton. The exciton can move through the crystal and transport energy, but does not transport charge because it is electrically neutral. Excitons are unstable because the electron and hole eventually recombine.

In a direct band gap semiconductor, excitons can be created in two ways: (i) by the absorption of a photon with an energy that is less than the band gap energy but sufficient to excite an electron to the excitonic bound state, or (ii) by the absorption
1.2. Excitons

Figure 1.1: Dispersion relations for electrons near the top of the valence band and the bottom of the conduction band, in a direct band gap semiconductor.

of a photon with an energy equal to or larger than the band gap energy, which creates a free electron and a free hole which then relax in energy (usually by the emission of phonons) until they eventually form a bound state. In a direct band gap semiconductor, the minimum energy needed to create a free electron and a free hole is $E_g$ (the band gap energy), see Fig. 1.1.

Excitons exist in many different materials [9–11]. There are two different kinds of excitons, depending on the properties of the material in question. Excitons which are weakly bound, where the attraction between the electron and hole is small in comparison with $E_g$, are called Wannier-Mott excitons, and extend over many lattice constants (see Fig. 1.2). Wannier-Mott excitons are mainly found in semiconductors, e.g. in gallium arsenide (GaAs), cadmium sulfide (CdS), zinc selenide (ZnSe), copper chloride (CuCl) and cuprous oxide (Cu$_2$O). The other limiting case is when the exciton is more tightly bound, and is associated with a single atom. These excitons are called Frenkel excitons.

In this thesis the exciton radius is much larger than the inter-atomic distance, therefore it is a Wannier-Mott exciton. When studying these excitons, the discrete structure of the lattice can be disregarded because the exciton Bohr radius, $a_B$, is much larger than the lattice constant. The parabolic approximation for the electron and hole kinetic energies is valid, and the effect of the lattice potential is incorporated into the effective masses of the electron and hole.
Chapter 1. Introduction

(a) Wannier-Mott exciton. (b) Frenkel exciton.

Figure 1.2: A schematic diagram of a free (or Wannier-Mott) exciton and a tightly bound (or Frenkel) exciton, not to scale. The black dots represent atoms of the media they exist in, and the blue and red circles represent the electron and hole respectively.

1.3 Quantum Well Excitons

Single Quantum Wells

If the motion of a particle is confined in one direction and the confinement becomes of the order of the particle’s de Broglie wavelength, quantum effects begin to dominate the particle’s behaviour, and the momentum and energy of the particle in that direction becomes quantised. The particle’s motion in the other two dimensions is not affected.

Figure 1.3: Energy band diagram of a single quantum well structure with electron and hole energy levels shown. $L_z$ is the width of the QW.
The simplest structure in which this effect can be observed for excitons is a quantum well (QW), which consists of a very thin (~10 nm) layer of semiconductor material. This material is sandwiched between thicker layers of a wider-gap material, so that the electrons and holes (and therefore the excitons) are contained in the well. This QW structure is often called a ‘quasi–two-dimensional’ structure. The term ‘quasi’ is used to distinguish from exact 2D systems in which the wave function is completely confined to a plane i.e. has no extension outside the plane. As illustrated in Fig. 1.3, the energy band diagram of a single QW structure has a rectangular shape.

COUPLED QUANTUM WELLS

These structures are similar to single QWs, but consist of two wells, separated by a barrier. The exciton’s constituent electron and hole are located in the QWs, but now the electron and hole can be located in different wells. If the electron and hole are in the same well, the exciton is called a ‘direct exciton’, and if they are in different wells, it is called an ‘indirect exciton’ (see Fig. 1.4).

![Energy band diagrams of a coupled quantum well structure.](image)

(a) No applied electric field.  
(b) Electric field applied in the z-direction.

Figure 1.4: Energy band diagrams of a coupled quantum well structure. In (b), the solid line shows how an indirect exciton forms: the electron in the right hand side well binds with the hole in the left hand side well. A direct exciton is a bound electron and hole from the same well, as shown by the dashed line.
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Due to the spatial separation of the electron and hole wavefunctions, indirect excitons have a longer radiative lifetime than direct excitons, i.e. the electron and hole take a longer time to recombine.

In order to create a greater proportion of indirect excitons a potential difference is applied in the z-direction, controlled in experiments by an external gate voltage, $V_g$. The resulting effect on the energy band structure is shown in Fig. 1.4(b). For a sufficiently high voltage, the indirect exciton will be the most energy-favourable state [12]. In Fig. 1.4(b), an electron in the left well will tend to tunnel through to the right well, which has a lower potential; and in the same way, a hole will tend to tunnel through and be confined to the left well. Only a small part of the wavefunction of the electron (hole) will still be in the left (right) well. Indirect excitons can have lifetimes of up to three orders of magnitude larger than direct excitons [13–15], and in QWs composed of GaAs, depending on the voltage applied and widths of the wells and barrier, their lifetimes can range from less than 1 ns to a few µs.

The energy of the indirect exciton changes with the applied voltage, $V_g$, because changing the voltage changes the energy difference between the electron and hole. Above a critical voltage, the indirect exciton energy line in experiments shifts almost linearly toward lower energies as the applied voltage increases [16]. The voltage does not significantly change the direct exciton energy.

1.4 Two-Dimensionality

The optical properties of solids depend on their size. If there is confinement in one direction, e.g. in the z-direction, the Heisenberg Uncertainty Principle gives an uncertainty in momentum in the z-direction which is inversely proportional to the size of the sample in the z-direction. The system under investigation is quasi-two-dimensional, which causes momentum conservation in the direction perpendicular to the plane of the sample to be relaxed (so if the system lies in the $x - y$ plane, momentum conservation in the z-direction is relaxed).

Excitons interact with 3D ('bulk') phonons. Figure 1.5 is a simple diagram showing how bulk LA phonons interact with the quasi-2D excitons. This will be discussed in detail in Chapter 2.
1.4. Two-Dimensionality

Figure 1.5: A schematic diagram demonstrating how an incoming bulk phonon interacts with a quasi-2D exciton in the QW. The blue disc represents the electron and the red disc represents the hole; their sizes are inversely proportional to their masses.

![Schematic diagram](image)

Figure 1.6: A plot of exciton and phonon dispersion relations. The parabolic surface shows excitonic dispersion; the conical surface shows acoustic phonon dispersion. The ground state mode couples to a continuum of energy states $E > E_0$ shown by the grey lines.

![Exciton and phonon dispersion](image)

As seen in Fig. 1.6, $E_0$ is the crossover between exciton and LA-phonon dispersions, and is given by

$$E_0 = 2M_x v_s^2,$$

(1.1)

where $v_s$ is the speed of sound in the material. Due to the Heisenberg Uncertainty Principle, a scattered QW exciton can therefore interact with a continuum spectral band of scattering LA phonons, $E \geq E_0$, in a given direction, whereas in bulk semiconductors an exciton can couple via Stokes or anti-Stokes scattering with only one phonon mode in a given direction. As a result, the cooling of hot photoexcited excitons down to the temperature of the lattice is generally much more effective for two-dimensional systems, compared with bulk semiconductors. This fast cooling rate and the long radiative lifetime allow excitons to accumulate in the lowest energy...
states before they decay; therefore, hot photoexcited excitons can cool down to low temperatures so that the gas of indirect excitons eventually becomes statistically degenerate.

1.5 Relaxational Thermodynamics

In this thesis, excitons in coupled QWs (CQWs) are studied. The electron and hole move together as a bound complex in the two-dimensional structure. Relaxational thermodynamics, optical decay equations and a quantum diffusion equation are used to model excitons in GaAs/AlGaAs CQWs. A simple diagram of the system in real space is shown in Fig. 1.7, where the quantum wells are represented by the two grey layers, and the electron and hole are represented by the blue and red discs, respectively. The size of the discs represents their Bohr radius. The effective masses of the electron and hole in GaAs are \( m_e = 0.067m_0 \) and \( m_h \sim 0.2m_0 \) respectively, where \( m_0 \) is the free electron mass, and the electron-hole reduced mass is given by \( m_em_h/(m_e + m_h) = 0.05m_0 \). The Bohr radius of the exciton is \( \sim 14 \text{nm} \).

An exciton has integer spin because it consists of two fermions and therefore in the low-density limit is a boson, and obeys Bose-Einstein statistics. The crossover from classical to quantum statistics occurs near the degeneracy temperature \( T_0 \), given by

\[
k_B T_0 = \frac{2\pi}{g} \left( \frac{\hbar^2}{M_x} \right)n_{2D},
\]

where \( g \) is the spin degeneracy factor of quantum well excitons, \( n_{2D} \) is the concentration of excitons, \( M_x \) is the in-plane translational mass of an exciton and \( k_B \) is the
Boltzmann constant. The gas of quantum well excitons is classical at $T \gg T_0$, and as $T$ is decreased and approaches $T_0$, Bose-Einstein statistics smoothly develop. If $T$ is decreased further, the lowest energy states have large, non-classical occupation numbers $\gg 1$. Note that the exciton mass, $M_x$, is small, even smaller than the free electron mass, so $T_0$ is relatively high because it is inversely proportional to $M_x$.

Relaxational thermodynamics refers to phonon-assisted thermalization kinetics of QW excitons, and is used to study how Bose-Einstein statistics affect the thermalization and photoluminescence of quasi 2D excitons. This approach assumes a hierarchy of interactions: exciton–exciton interaction has to be much stronger than exciton–LA-phonon interaction. The concentration of excitons, $n_{2D}$, has to be larger than some critical concentration so that the system is able to establish a quasi-equilibrium temperature, $T$, and the thermalization of the excitons occurs through a series of quasi-equilibrium thermodynamic states. For GaAs QWs, this critical concentration is $n_{2D} \sim 1 - 3 \times 10^9 \text{cm}^{-2}$ [17].

In Chapter 2, an equation is derived which describes the temperature of excitons with respect to time, $T(t)$, from the initial value $T_i = T(t = 0)$, where $t =$ time, to the lattice temperature $T_b$ (or at least very close to it). This equation deals with the scattering of excitons by bulk LA phonons, where the distribution of the phonons is given by the Planck formula:

$$n_{\varepsilon}^{\text{ph}} = \frac{1}{e^{\varepsilon E_0/k_B T_b} - 1}. \quad (1.3)$$

Here $\varepsilon$ is the dimensionless phonon energy and is given by $\varepsilon = E/E_0$, where $E$ is the phonon energy. When the excitons are created they can be hot, but the initial distribution of excitons is assumed to be below the threshold where optical phonon scattering becomes the dominant mechanism (which is $\sim 200$ K, and the threshold for optical phonon emission is $\sim 400$ K in GaAs [18]). The excitons then cool down because the lattice is kept very cold. Instead of treating an approximation of the Boltzmann equation as was done in Ref. [17], a ‘microscopic’ equation is derived that takes into account all of the excitons in the system. Although this complicates the equations considerably, it should give more accurate results.

Exciton–LA-phonon coupling was researched experimentally by Damen et al. [19], and in Ref. [20] Damen et al. discussed the results of experimental measurements of LA-phonon scattering of hot QW excitons. Piermarocchi et al. made calculations of the photoluminescence rise and decay times, and scattering rates with LA-phonons [21].
1.6 PHOTOLUMINESCENCE

Photoluminescence (PL) emitted during exciton recombination allows the study of excitons in experiments. With an increase in exciton concentration, the position of the exciton line moves to higher energies due to a net repulsive interaction between indirect excitons. This interaction is repulsive because the excitons are oriented in the same direction: electrons are always in one well, and holes in the other. They have a well-defined repulsive interaction potential $\propto 1/r^3$ at distances $r$ from each other, where $r \gg d_x$ and $d_x$ is the distance between the electron and hole layers. This is discussed further in Sections 1.9 and 3.3. Due to energy and momentum conservation laws, the excitons can only decay resonantly and emit PL from the lowest energy states. This is discussed further in Section 1.11. Since only the lowest energy excitons decay, this can give information about the temperature of the excitons in experiments. It also means that their decay affects the effective temperature, $T$, so in theoretical modelling this has to be taken into account. This is discussed in detail in Section 2.8.

1.7 BOSE-EINSTEIN CONDENSATION IN 3D

Bose-Einstein condensation (BEC) is a macroscopic occupation of the lowest energy state, $E = 0$. A Bose-Einstein condensate forms when a liquid or gas of bosons is cooled below a critical temperature $T_c$. For a gas of bosons of mass $m$ and concentration $n_{3D}$, the phase transition to a Bose-Einstein condensed phase occurs when their thermal de-Broglie wavelength becomes comparable to their inter-particle distance [22–24]. For example, BEC takes place when $n_{3D} \lambda_{dB}^3 = 2.612$ in 3D systems, where $\lambda_{dB}$ is the de Broglie wavelength and is given by $\lambda_{dB} = \sqrt{2\pi \hbar^2/(mk_BT)}$. This is of the order of $n_{3D} \sim 10^{17}\text{cm}^{-3}$ for $T_c \sim 1\text{K}$ and $m$ of the order of the electron mass e.g. excitons in bulk Cu$_2$O.

The possibility of condensation depends on the form of the density of states, $d_E$. Assuming that the system is in thermal equilibrium at a temperature $T$ and chemical potential $\mu$, then the total number of particles in a box, $N$, is equal to the sum of the occupation numbers for the single-particle states [25, 26]:

$$N = \sum_{E=0}^{\infty} N_E$$

(1.4)
where \( E \) is the energy of a particle and \( N_E \) is the occupation number given by the Bose-Einstein distribution function, \( N_E = 1/(e^{(E-\mu)/k_B T} - 1) \). In the semi-classical approximation, the spacing between the energy levels of the particle states is assumed to be negligible, so that the sum in Eq. 1.4 can be replaced by an integral:

\[
N = \int_0^\infty dE N_E dE ,
\]

(1.5)

and in this case the spin degeneracy, \( g \), is not taken into account. Equation 1.5 determines the chemical potential, \( \mu \), of the particles. For an ideal noninteracting gas in 3D, the density of states, \( d(E) \propto E^{1/2} \). In this case, the integral in Eq. 1.5 is finite and approaches a finite value as \( \mu \) approaches zero. This implies a critical concentration above which no more particles can be added to the excited states, so that any additional particles must then go into the \( E = 0 \) state; this is Bose-Einstein condensation.

The condensation temperature, \( T_c \), in a 3D system is given by [27, 28]

\[
k_B T_c = 3.31 \frac{\hbar^2}{m} \left( \frac{n_{3D}}{g} \right)^{\frac{3}{5}} ,
\]

(1.6)

where \( m \) is the mass of the particles, \( n_{3D} \) is the concentration of the gas and \( g \) is the spin degeneracy factor.

What if the number of particles is finite? This is always the case in real-life experiments. Ketterle and van Druten found that BEC in 3D, in a harmonic potential with a finite number of particles, is very similar to the case of an infinite number of particles, the main difference being the shifted and smeared out onset of the macroscopic occupation of the \( E = 0 \) state [7]. They showed that the behaviour of a system with finite \( N \) (even as small as \( N \sim 10^4 \)) is very similar to a system in the thermodynamic limit (\( N = \infty \)). A slight lowering of \( T_c \) was found for lower \( N \). In experiments, a macroscopic occupation of the \( E = 0 \) state was regarded as evidence for BEC [29–31].

**The Search for Bose-Einstein Condensation in 3D**

Atomic BEC was first seen in 1995 by Cornell and Wieman’s group [29]. The vapour of rubidium atoms was confined by a magnetic field, and cooled by evaporation. In
this evaporative cooling technique, high-energy atoms evaporate leaving only the low-energy atoms in the trap, so that when the remaining atoms re-thermalize there is a net cooling effect [23, 31].

The subject of BEC has been investigated thoroughly [32], and condensation of many elements has been reported, including atoms of cesium [33], potassium [1], hydrogen [34] and lithium [30]. Figure 1.8 shows how BEC of potassium was observed by Modugno et al. [1].

\[\text{Figure 1.8: Taken from Ref. [1], this shows the density profiles of a potassium cloud after 15 ms of ballistic expansion, across the phase transition to BEC. The increasing height represents an increasing density. From right to left, profiles are as follows: thermal cloud at } T > T_c; \text{ partially condensed sample at } T \approx T_c; \text{ and almost pure condensate at } T < T_c, \text{ containing about } 10^4 \text{ atoms.}\]

An extensive amount of research has been devoted to the trapping of these atoms, as it is essential to confine the atoms when trying to achieve BEC. Optical trapping (by radiation pressure) was discussed by Ashkin in 1970 [35], where micron-sized particles were trapped in a laser beam. This concept was used in several further experiments e.g. in experiments discussed in Ref. [36]. Optical confinement was used by Stamper-Kurn et al. [37] to confine a condensate in an optical dipole trap using a single focused infrared laser beam. Magnetic traps have also been widely used, and recently offered more capabilities by becoming much smaller [38].

In 1962, the possibility of the observation of BEC of excitons was first considered [39, 40]. In the low-density limit, these excitons are composite Bose quasi-particles, similar to hydrogen atoms. In Ref. [40] Blatt et al. concluded that BEC of excitons would be possible, and further investigation into the subject of BEC of excitons was
Excitons in semiconductors are good candidates for BEC because they should undergo BEC at temperatures much higher than atoms, due to their extremely small translational mass. In fact, the critical temperature for BEC, $T_c$, is about six orders of magnitude higher for excitons than it is for atoms [42]. Another factor that makes this a promising system for experiments on BEC is the possibility of controlling the exciton density by varying the laser excitation power that creates the excitons.

The past two decades have seen extensive theoretical and experimental research into excitons in bulk semiconductors [43–55], and most of this work was on excitons in bulk Cu$_2$O. Much of the research focused on the excitons’ behaviour at low temperatures, and a significant amount of the work has been dedicated to achieving BEC of excitons in 3D. The experiments conducted dealt mainly with Cu$_2$O, a material whose exciton ground state is optically dipole-inactive, which means a low exciton radiative recombination rate. Although it seemed that the experimental conditions necessary for BEC in Cu$_2$O were reasonable, there were some unforeseen effects that caused problems. A high Auger recombination rate at high excitation levels reduces exciton densities and heats the exciton gas (in a typical Auger process, two excitons collide, and one exciton gives its band gap energy to the remaining e-h pair). There is much debate on how strongly the Auger processes affect the system and whether Cu$_2$O is a good candidate for exhibiting BEC or not [50, 56, 57].

1.8 Bose-Einstein Condensation in 2D

The density of states of an ideal gas in a 2D box has the form $d_E = \text{constant}$, and in this case the integral in Eq. 1.5 is infinite as $\mu$ approaches zero. Therefore the integral does not converge, which means that $N$ has no upper bound; thus there is no temperature below which the ground state is macroscopically occupied in comparison to all the other states. Hence, there is no BEC in the thermodynamic limit in 2D.

The situation above is for infinite systems; in reality, systems are always finite. Although Bose-Einstein condensation is not possible for an infinite 2D system, a kind of a Bose-Einstein condensate can be achieved in finite 2D systems, if a large fraction of particles occupy the $E = 0$ state [26]. The integration in Eq. 1.5 can only be carried out if the separation between the energy levels of the exciton states is negligible, but
when the system is finite and at a low temperature this assumption cannot be made.

In Ref. [58], Bagnato et al. stated that 2D systems display BEC in a potential trap for any finite value of \( \kappa \) where the trap potential, \( U(x) \sim x^\kappa \), and \( \kappa < 2 \). In Ref. [7], BEC in 1D, 2D and 3D systems with a finite number of particles was discussed, and Ketterle and van Druten showed that corrections due to the finite number are small (but observable in the case of a 3D harmonic oscillator). They also stated that the number of particles needed to reach BEC is lower in 2D than in 3D. They focused on the harmonic potential because of its relevance to experiments and its mathematical simplicity.

For BEC of noninteracting particles in a harmonic trap in 2D where every energy level is separated by an energy \( \hbar \omega \), the fugacity, \( z \), can be found from

\[
N = \sum_{j=1}^{\infty} \frac{z^j}{(1-x^j)^2},
\]

where \( x = e^{\hbar \omega/k_B T} \), and \( N \) is the number of particles in the trap. The BEC temperature is given by

\[
k_B T_c = \frac{\sqrt{6}}{\pi} \hbar \omega \sqrt{\frac{N}{g}}.
\]

The possibility of condensation in a homogeneous trap is discussed in Chapter 4. where optically-induced traps for indirect excitons are discussed.

### The Search for Bose-Einstein Condensation in 2D

Bose-Einstein condensation of sodium atoms in low dimensions (1D and 2D) was reported on by Gorlitz et al., where the atoms were confined in optical and magnetic traps [59]. There have been theoretical investigations into the possible BEC of atoms in thin films [60], quasi-2D trapped gases [61, 62], ideal gases in 2D [63] and excitons in CQWs. The possibility of BEC of excitons in CQWs is discussed further in this section.

Extensive research, both experimental and theoretical, is being carried out into the possibility of BEC of excitons in coupled QWs. The concentration of excitons can be generated and varied both simply and effectively by using a laser. In addition to
this, their lifetime is long and their cooling is very efficient, which makes this system a favourable one for achieving BEC of excitons.

Many experiments have been conducted to investigate excitons in coupled QWs [3, 42, 64-69]. In one case, excitons in a 2D trap were investigated [42]. The trap was ‘natural’ i.e. it was not created specifically for this purpose, but was present in the sample because of imperfections. Although technology allows the creation of very high quality samples, there are always unavoidable fluctuations in the well and barrier widths. The sample was excited nearly uniformly with a laser, and a strong PL signal was detected at particular locations on the sample. In another experiment the sample was excited non-uniformly, and a strong PL signal was detected at the same locations, even though they were hundreds of micrometers away from the excitation spot. It was deduced that the excitons collected at these locations because they were places of local potential minima.

An observation of a build-up of indirect excitons in a ‘lateral potential well’, far away from the excitation spot (> 100 μm) was reported on by Larionov et al. [16]. This well was constructed by depositing a narrow strip of gold on the mesa surface of the structure. Harmonic-potential traps created by pressing a pin against the 2D structure were used by Negoita et al. [70, 71], and they observed an accumulation of excitons in this trap. It was proposed by Zhu et al. that an excitonic condensate may form in a CQW structure if the width of one of the wells is slightly larger in a particular area.

Rapaport et al. applied a potential across a CQW sample with a small circular optically semitransparent metallic gate, and the bottom substrate was made conductive so as to act as the ground electrode [72]. The indirect excitons in this kind of sample tend to stay in the region under the gate contact when sufficient voltage is applied. A minimum vertical applied electric field is required to overcome dipole-dipole repulsion energy to prevent excitons from escaping. However, the exciton concentration is limited because of the ionisation of excitons at the trap boundaries. This method of trapping was also used by Hammack et al. [73], but in this case an evaporative cooling technique was used, so that the most energetic particles overpassed the potential barrier and left the trap. They overcame the problem of ionisation of excitons by placing the CQWs closer to the bottom gate, which made exciton ionisation negligible.

Initial results on exciton localisation in a QW system with an interdigitated gate of small period was published in Ref. [74]. Lateral superlattices as voltage-controlled
traps for excitons were used in experiments discussed in Refs. [75, 76]. Electric-field induced exciton transport was discussed in Ref. [77], where the average drift velocity reached $v_{\text{drift}} = 5 \times 10^3 \text{cm/s}$.

The effects of applying a magnetic field to a QW structure have also been investigated over the years. Magnetic fields have been applied either perpendicularly or parallel to the sample, to observe what effect this has on the exciton dynamics [12, 78–85].

More results from experiments on excitons in CQWs are discussed in Section 3.1, where a detailed explanation of particular results is given. These experiments are also modelled theoretically, and the results are compared with experimental results.

1.9 Experiments

Where possible, the theoretical work in this thesis is compared with experimental data taken by Butov et al. at the University of California, San Diego. Where parameters were previously unknown, they could be estimated by fitting the theory results to the experimental results. The samples used to obtain experimental data are of extremely high quality, but of course not perfect, so interface disorder and localisation effects have to be taken into account when comparing theory with experiments.

In most of the experiments modelled in this thesis, the initial energy of excitons, $E_i$, is very high compared with the lattice temperature, $T_b$ ($E_i/k_B \sim 200 \text{K}$ and $T_b \sim 1 \text{K}$), and they need to cool down to the temperature of the lattice before a large number of them can occupy the ground state. There are two main ways of studying the cold exciton ‘gas’: by conducting a time-resolved experiment (i.e., study the excitons after the exciting laser is turned off) or by conducting a spatially-resolved experiment (i.e., study the excitons after they have moved away from the excitation spot).

The information that can be obtained directly from typical experiments on excitons in CQWs is the time- and spatially-resolved PL intensity, angle of PL emission and energy of the PL signal (or position of the exciton line). In the experiments discussed in this thesis, the PL signal is collected from a small angle and then integrated. The angle of emission depends on the in-plane velocity of the exciton, so a very small angle ensures that only the lowest-energy excitons are detected. This angle is used in the theoretical model when the PL intensity is calculated so that an accurate comparison
can be made. The emitted PL is detected within an angle, $\eta$, from the z-axis.

Since the excitons repel each other, at high densities a mean-field energy arises due to the dipole-dipole repulsion. This causes a blue-shift in the energy of the exciton, which has been reported in several publications. In Ref. [65] Negoita et al. proved that in experiments, this blue-shift, $E_{\text{shift}} \propto n_{2\text{D}}$, for concentrations in the range of $10^9 < n_{2\text{D}} < 10^{12} \text{cm}^{-2}$. Calculations were made in Ref. [86] for this blue-shift, and the results were compared with experiments. The value deduced by Negoita et al. for the linear blue-shift is about half this calculated value; this could be due to the presence of many free carriers in the experiment. When comparing the calculated results with experiments by Butov et al. [4], very similar results were obtained for the concentration of excitons, where Butov et al. used the plate capacitor formula to calculate the concentration. Therefore, in experiments, the energy of the PL signal depends on the mean-field energy of the excitons, which in turn depends on the concentration of excitons, so that the concentration of excitons can be roughly estimated from the energy of the emitted PL. This is accurate for concentrations in the range of $10^8 \leq n_{2\text{D}} \leq 10^{11} \text{cm}^{-2}$ [87]. This mean-field energy is discussed further in Section 3.3.

1.10 Samples and Parameters

Figure 1.9 is a simple diagram of the mesa. The GaAs/AlGaAs CQW sample studied consists of two 8 nm GaAs wells separated by a 4 nm Al$_{0.33}$Ga$_{0.67}$As barrier. This structure is sandwiched between layers of Al$_{0.33}$Ga$_{0.67}$As, 200 nm thick ('spacer' layers). Either side of those two layers are heavily n-doped GaAs electrode layers which have an excess number of electrons $\sim 5 \times 10^{17} \text{cm}^{-3}$. These top (or cap) and bottom layers are 105 and 305 nm thick respectively. An alloy was deposited to form ohmic contacts on these layers. Under the bottom layer is a superlattice (AlAs/GaAs), buffer layer (GaAs) and substrate layer (GaAs).

Some parameters will be the same throughout this thesis, in accordance with experimental values quoted by L. V. Butov and co-workers.

- The well width is $L_z = 8 \text{nm}$.
- The distance between the electron and hole layers is $d_z = 11.5 \text{nm}$ [87, 88] which
Figure 1.9: A schematic diagram of the structure, not to scale.

is close to 12 nm, the distance between the QW centres.

- The effective mass of the excitons is $M_x = 0.215 m_0$ [83, 87] where $m_0$ is the free electron mass; this gives $E_0 = 2M_x v_S = 0.38$ K.

- There is a slight uncertainty in the value for the deformation potential, $D$, in literature, ranging from $\sim 7.0$ to $15.5$ meV [89–91]. Three different values for $D$ are used in this thesis, $D = 6.5, 9.6$ and $15.5$ eV.

- The radiative lifetime of ground state excitons $\tau_R$ depends on the applied voltage in the $z$-direction and lies in the range of $6.75 \text{ ns} < \tau_R < 31.50 \text{ ns}$ in this thesis.

- The degeneracy factor, $g = 4$ [17].

- The sound velocity, $v_S = 3.7 \times 10^5 \text{ cm/s}$ [92].

- The crystal density, $\rho = 5.3 \text{ g/cm}^3$ [93, 94].

- The dielectric constant for GaAs is $\varepsilon_B = 12.9$ [18].
In perfect QWs a quasi-2D exciton can only emit a bulk photon from radiative modes, which are located inside the photon cone, \( k = k(\omega) = (\sqrt{\varepsilon_B} \omega)/hc \), where \( \omega \) is the frequency of the light and \( \varepsilon_B \) is the background dielectric constant. See Fig. 1.10 to visualize the photon cone. The point where the exciton dispersion crosses the \( y \)-axis is given by \( E_t \). The radiative zone of QW excitons is given by \( k_\parallel < k_\gamma \) where \( k_\gamma \) corresponds to the photon and exciton dispersions crossing point. The effective radiative decay rate of Bose-Einstein distributed QW excitons is given by [17]

\[
\Gamma_{\text{opt}} = \frac{\Gamma_0}{2} [I_T(T, T_0) + I_L(T, T_0)],
\]

(1.9)
where

\[ I_T = \frac{E_\gamma}{k_B T_0} \int_0^1 \frac{dz}{A e^{-z^2 E_\gamma/k_B T} - 1}, \]
\[ I_L = \frac{E_\gamma}{k_B T_0} \int_0^1 \frac{z^2 dz}{A e^{-z^2 E_\gamma/k_B T} - 1}, \]

and the integrals \( I_T \) and \( I_L \) refer to the optical decay of in-plane transverse (T-polarized) and in-plane longitudinal (L-polarized) dipole-active QW excitons, respectively [95]. The term \( A \) is given by

\[ A = e^{E_\gamma/k_B T}/(1 - e^{-T_b/T}) \] (1.11)

and \( E_\gamma = \hbar^2 k_y^2/2M_x \). For GaAs QWs with \( M_x = 0.215 m_0 \), \( E_\gamma \approx 141 \mu eV \). From Eqs. 1.9 and 1.10, the equation for \( \Gamma_{\text{opt}} \) is

\[ \Gamma_{\text{opt}} = \frac{1}{\tau_{\text{opt}}} = \frac{\Gamma_0}{2 k_B T_0} \int_0^1 \frac{(1 + z^2) dz}{A e^{-z^2 E_\gamma/k_B T} - 1}. \] (1.12)

The radiative rate \( \Gamma_0 = \Gamma_T(k_\parallel = 0) = \Gamma_L(k_\parallel = 0) \) for the ground state mode \( k_\parallel = 0 \) determines the intrinsic radiative lifetime \( \tau_R \) of QW excitons, which is \( \tau_R = 1/\Gamma_0 \). The optical decay of highly-degenerate QW excitons is given by \( \tau_{\text{opt}}^{\text{quantum}}(T \to 0) = 2 \tau_R \) [17]; the factor 2 appears because half of the excitons are dipole-inactive, or ‘dark’.

In experiments it is possible to deduce the value of \( \tau_R \) by analysing the decay rate of the PL signal at large delay times and low \( T_b \) [2, 6, 64]. Since the excitons will be very close to the lattice temperature at large delay times, and \( T_b \ll E_\gamma/k_B \), the optical decay time \( \tau_{\text{opt}} \) saturates and approaches \( 2 \tau_R \), which can then be measured: see Fig. 1.11.

Since \( \tau_R \) depends on the applied voltage, \( V_g \), for the numerical modelling it is essential to know what \( \tau_R \) is for the voltage used. It is possible to construct a plot of \( \tau_R \) against \( V_g \). In the experiments modelled in this thesis, \( 1.2 < V_g < 1.6 \) V, and the value of \( \tau_R \) is found from Fig. 1.12.
1.12. **The Formation of Excitons**

There are two ways of creating an exciton, depending on how much energy the electron obtains; this was mentioned briefly in Section 1.2. If the electron is given enough energy to create an exciton but not enough to become free, it is called a *resonant* creation, also sometimes called 'sub-barrier excitation'. This would mean that the energy the electron receives is below $E_g$; see Fig. 1.1. If a free electron and free hole are created, which then relax by phonon emission and become a bound pair, it is a *nonresonant* creation. In this thesis, excitons created resonantly and nonresonantly are modelled: in Chapters 2 and 4 only nonresonant creation is used, but in Chapter 3 both mechanisms are used.
Chapter 1. Introduction

Resonant Creation

In this case, the excitation energy creates a direct exciton. The generation of indirect excitons is a secondary process, mainly due to quantum tunnelling of the direct excitons to the energetically more favourable states of indirect excitons. There is no significant free carrier generation when resonant excitation is used [96].

Nonresonant Creation

If an exciton is created nonresonantly and then relaxes to an indirect exciton, the excess energy $E_i$ of the created indirect exciton is large: it exceeds the energy splitting between the direct and indirect excitons, which is about 20 meV.

A substantial amount of research has been conducted into the creation of excitons from e-h pairs. The formation of an exciton from a free electron and a free hole happens very quickly (on the ps time scale) by LO-phonon emission. At temperatures below $\sim 200$ K, LA-phonon emission is the most important relaxation mechanism for exciton formation from free e-h pairs [97]. Yoon et al. in Ref. [98] state that carrier cooling due to LO-phonon emission occurs on the subpicosecond timescale, and after this emission, the exciton temperature is of the order of 100 K. Kusano et al. found the formation time to be $\sim 190$ ps [99], and in Ref. [100] it was deduced from experiments that excitons formed within 20 ps of creation of electron-hole pairs by sub-picosecond optical excitation. Blom et al. studied very narrow GaAs/Al$_x$Ga$_{1-x}$As QWs in which the time for exciton relaxation to the lowest energy states was expected to be small. They measured the exciton formation time to be about $25 - 40$ ps for $n_{2D} = 5 \times 10^{10}$ cm$^{-2}$ [101]. Robart et al. stated that the formation time is less than 10 ps for $n_{2D} = 7 \times 10^{10}$ cm$^{-2}$ [102]. In GaAs quantum wells, Kumar et al. deduced an exciton formation time of 50 ps for an initial carrier density of $4 \times 10^{10}$ cm$^{-2}$ [103].

Thilagam and Singh were the first to calculate the formation time of excitons theoretically as a function of QW width, by considering the formation of excitons by LA-phonon emission [104]. They calculated generation rates of excitons and found the exciton formation time from an e-h pair in single GaAs/AlGaAs QWs to be $\sim 0.25 - 1$ ns; however, they state that detailed comparison of their theoretical results with experiments may not be possible because of various assumptions involved in the calculations. In Ref. [97], Zhang et al. theoretically investigated the formation
of excitons from an e-h plasma which was created by nonresonant excitation, and calculated a value of 108\,ps for the formation of the excitons. More recently, theoretical research by Oh and Singh showed that the rate of formation depends strongly on the temperature of the e-h plasma [105].

Very recently, Szczytko et al. performed experiments and made calculations for the exciton formation time, and reported that it could vary from 10\,ps (for a high concentration of carriers) to several of hundreds of ps (for a low concentration of carriers) [106, 107]. However, a lower exciton formation time was found at lower temperatures. They stated that the spread of experimental values for the formation time found in literature is likely to be related to the different experimental conditions.

In this thesis, only the scattering of excitons with LA-phonons is taken into account, which assumes that the initial energy of excitons does not exceed $E_r/k_B \sim 200\,\text{K}$. At temperatures higher than this LO-phonon scattering becomes an increasingly significant effect.

1.13 \textbf{DIFFUSION}

\textbf{DIFFUSION IN BULK MATERIALS}

It has proven to be quite difficult to see the diffusion of excitons over large distances in both 3D and 2D samples. The main reason for this is the short lifetime of excitons. In 1983, the diffusion constant of paraexcitons in Cu$_2$O was measured to be 600 cm$^2$/s at 2 K, by using time-resolved luminescence imaging [108]. Here, the diffusion coefficient was found to be strongly dependent on the temperature of the sample, and it was concluded that exciton-phonon scattering was the dominant scattering mechanism, and that impurity scattering has a very small effect. Note that in this case, the exciton is very small ($\sim 1\,\text{nm}$), in contrast with excitons in CQWs.

In 1980, measurements were made for the mobility, $\mu_x$, of free excitons in Si by Tamor \textit{et al.} [109]; the mobility is related to the diffusion coefficient by $\mu_x = D_x/k_BT$. Tamor \textit{et al.} found a $T^{-3/2}$ temperature dependence for the mobility over a wide range of low temperatures (1.3 – 20 K), well explained by acoustic-phonon scattering. This $T^{-3/2}$ dependence was also verified in 1986 for paraexcitons in Cu$_2$O [110], where the
diffusion coefficient and drift mobility were also found to be dependent on applied stress.

DIFFUSION IN QUANTUM WELLS

The diffusivity of electrons in QWs has been the subject of research for many years [111–115], and in more recent years, so has the diffusivity of excitons in QWs [116–124]. In 1990, GaAs/AlGaAs multiple quantum well structures were studied at temperatures between 2.5 and 15 K by Wang et al., and the diffusion coefficient of excitons was estimated to be $D_x \sim 4 \text{ cm}^2/\text{s}$ [116].

Time-resolved imaging of 2D transport of excitons was carried out in microcavities by Yoon et al., where the structure consisted of 30 GaAs wells, 21 nm thick, and 10 nm barriers of Al$_{0.25}$Ga$_{0.75}$As [117]. The effective diffusivity was seen to vary from $\sim 50$ to $300 \text{ cm}^2/\text{s}$ initially to $< 100 \text{ cm}^2/\text{s}$ after 4 ns. The numbers also depended on the excitation power: for higher powers, there was more diffusion. This initial high diffusivity was attributed to the higher carrier temperature generated by large excess energies (excitons were created at $\sim 30 \text{ meV}$ above the hh exciton energy). The motion of direct excitons in GaAs/AlGaAs microcavities was discussed in Ref. [125]: here the fast initial decay (which depended on excitation intensity) was ignored, and the slow exponential decay was studied, where the diffusion coefficient was found to be in the range of $1 \text{ cm}^2/\text{s} \lesssim D_x \lesssim 15 \text{ cm}^2/\text{s}$ for a concentration of $n_{2D} \sim 10^{10} \text{ cm}^{-2}$ and lattice temperature, $T_b = 5 \text{ K}$.

Recently, measurements of the diffusion of indirect excitons in CQW structures were made, by using time-resolved optical imaging [123]. Vörös et al. used structures with QWs of various widths, and applied a different voltage across each sample so that the excitons had a similar lifetime in all the samples (up to 30 $\mu$s). They plotted the distribution of the excitons at different times after the excitation pulse, and measured the variance of the distribution at each stage. At short time delays, the excitons experienced a strong ‘pressure’ due to dipole-dipole repulsive interaction, which caused a drift motion. To observe only the diffusive motion (i.e. no drift motion), they used the variance at long time delays to measure the diffusion coefficient. For well widths of 8 nm and an applied electric field of 7 V/µm the diffusion constant was found to be $D_x \sim 0.25 \text{ cm}^2/\text{s}$. A model including drift and diffusion effects has been proposed by Rapaport et al. to explain the transport of dipole-oriented QW excitons in CQWs.
Disorder, or 'interface roughness' means variations in the QW and barrier thickness due to imperfections in the sample. These cause an inevitable change in the widths of the wells and consequently the energy levels. Effect of disorder in QWs has been examined experimentally and theoretically in Refs. [112, 113, 122, 126-132]. In Ref. [126], Martelli et al. reported on an observation of a PL peak on the low-energy side of the hh free exciton in InGaAs/GaAs QWs at low temperatures, which was attributed to an exciton bound to potential fluctuations due to interface roughness. Similar conclusions were drawn in Ref. [127]. Interface roughness was reported to be the dominant scattering mechanism for electrons in thin QWs with well thicknesses $L_z < 6$ nm [112], and was found to have much more of an effect on exciton relaxation in thin QWs than in wide QWs [128].

In Ref. [129], Hillmer et al. used time-of-flight studies to obtain a diffusion coefficient of $D_x \sim 15$ cm$^2$/s for direct excitons in an 8 nm-thick QW, with $T = 64$ K and optical lifetime $\tau_{\text{opt}} \sim 2.35$ ns. Low-temperature mobilities were found to be mainly determined by interface roughness scattering. This was also confirmed in Ref. [130], where it was shown that in a typical QW sample in which the excitonic diffusion is limited by interface roughness, the diffusivity increases exponentially with increasing QW width.

Recently it was proved that at relatively high concentrations, indirect excitons in CQWs can effectively screen the disorder potential, due to their dipole-dipole repulsive interaction [87]. This is discussed in detail in Section 3.3.

1.14 Summary

In this introduction, a description of the properties of excitons in coupled quantum wells was given: their thermodynamic properties, optical decay, diffusion and possible Bose-Einstein condensation. Many published results on these subjects were discussed and in some cases these were compared with each other.

In the remainder of the thesis, where appropriate, references are made to these and other published results. In the next chapter the temperature dynamics of excitons in CQWs is discussed.
2 RELAXATIONAL THERMODYNAMICS OF QUANTUM WELL EXCITONS

As stated in Section 1.5, relaxational thermodynamics refers to phonon-assisted thermalization kinetics of QW excitons. The thermalization dynamics of quantum well excitons from their initial temperature, \( T_i = T(t = 0) \), to the lattice temperature, \( T_b \), is studied in this chapter, where \( T_i \gg T_b \). The thermalization of QW excitons occurs through a series of thermodynamic states, characterized by an effective temperature \( T = T(t) \) and chemical potential \( \mu = \mu(t) \). Relaxational thermodynamics requires that exciton-exciton interaction is much stronger than the exciton-LA-phonon coupling, and is appropriate if the concentration of quantum well excitons is larger than some critical concentration \( n_{2D}^c \), which is \( n_{2D}^c \sim 1 - 3 \times 10^9 \) cm\(^{-2} \) for GaAs QWs [17]. If this is the case, an effective exciton temperature is well-defined.

2.1 THERMODYNAMIC PROPERTIES OF QUANTUM WELL EXCITONS

The concentration of excitons is given by the total number of excitons in the system divided by the area:

\[
n_{2D} = \frac{1}{S} \sum_{k_i} N_{k_i} = \frac{g M_x k_B T}{2\pi \hbar^2} \int_0^\infty \frac{dz}{e^{-\mu/k_B T} e^z - 1}
\]

(2.1)
where \( N_{k_{||}} \) is the equilibrium distribution function of QW excitons, and \( k_{||} \) is their in-plane momentum. Using Eq.1.2 for the degeneracy temperature, \( T_0 \), Eq. 2.1 can be written as

\[
\frac{T_0}{T} = \int_0^\infty \frac{dz}{e^{-\mu/k_BT} e^z - 1}.
\] (2.2)

Integrating this gives

\[
\frac{T_0}{T} = - \ln(1 - e^{\mu/k_BT})
\] (2.3)

and therefore

\[
\mu = k_BT \ln(1 - e^{-T_0/T}) .
\] (2.4)

The equation for equilibrium distribution of \( N \) is

\[
N_{E_k} = 1/(e^{(E_k-\mu)/k_BT} - 1). \] (2.5)

where \( E_k \) is the energy of an exciton with momentum \( k_{||} \). If Eq. 2.4 is substituted into Eq.2.5 the result is as follows:

\[
N_{E_k} = \frac{1 - e^{-T_0/T}}{e^{E_k/k_BT} + e^{-T_0/T} - 1} .
\] (2.6)

If \( E_k = 0 \) is substituted into this equation, an equation for the occupation number of the ground state is obtained:

\[
N_{E=0} = e^{T_0/T} - 1 .
\] (2.7)

In the classical limit, where \( T \gg T_0 \),

\[
N_{E=0} = \frac{T_0}{T} \quad \text{and} \quad \mu = k_BT \ln(T_0/T) .
\] (2.8)

and in the quantum limit, where \( T < T_0 \),

\[
N_{E=0} = e^{T_0/T} \quad \text{and} \quad \mu = -k_BT e^{-T_0/T} .
\] (2.9)

These equations summarise the thermodynamic relations for an ideal 2D gas of bosons. Next, the quantum Boltzmann equation (QBE) in momentum space is introduced, and changed to an equation in energy space.
2.2 THE QUANTUM BOLTZMANN EQUATION IN MOMENTUM SPACE

The relaxation kinetics of QW excitons coupled to thermal bulk LA-phonons is given by the quantum Boltzmann equation (QBE). This equation deals with an isotropic in-plane distribution of QW excitons. The QBE in momentum space [92] is given by

\[
\frac{\partial}{\partial t} N_{k_i} = -\frac{2\pi}{\hbar} \sum_q |W(q)|^2 \left\{ N_k (1 + n_q^{ph})(1 + N_{k_i - q_i}) - (1 + N_k) n_q^{ph} N_{k_i - q_i} \right. \\
\times \delta(E_{k_i} - E_{k_i - q_i} - \hbar \nu_q S) + \left[ N_k, n_q^{ph}(1 + N_{k_i + q_i}) \\
- (1 + N_k)(1 + n_q^{ph}) N_{k_i + q_i} \right] \delta(E_{k_i} - E_{k_i + q_i} + \hbar \nu_q S) \bigg\}, \tag{2.10}
\]

where \( N_k \) and \( n_q^{ph} \) are the occupation numbers of exciton in-plane mode \( k_i \) and phonon bulk mode \( q = \{ q_\parallel, q_z \} \), respectively, and \( q_\parallel \) is the in-plane projection of \( q \). The phonon energy is given by \( E = \hbar \nu_q S \). The terms in the first and second square brackets on the right-hand-side of Eq. 2.10 describe Stokes and anti-Stokes LA-phonon-assisted scattering processes, respectively, from mode \( k_i \). The matrix element is given by [90]

\[
W(q) = \sqrt{\frac{\hbar \nu_q S}{2 \rho v_s V}} D F_z \left( \frac{q_z L_z}{2} \right), \tag{2.11}
\]

where \( D \) is the deformation potential, \( v_s \) is the phonon velocity in the crystal, \( \rho \) is the crystal density, \( V \) is the volume and \( L_z \) is the thickness of a quantum well. For an infinitely deep, square quantum well, the form factor is given by [133]

\[
F_z(x) = \sin x \frac{e^{ix}}{x} \frac{1}{1 - \frac{x^2}{\pi^2}}, \tag{2.12}
\]

and describes the relaxation of momentum conservation in the \( z \)-direction. It is assumed that the quantum well width, \( L_z \), is so small that only the ground state of the well needs to be considered, and therefore \( F_z \) is only valid for the ground state.
2.3 The Quantum Boltzmann Equation in Energy Space

If the initial distribution of quantum well excitons is isotropic in momentum space, the QBE in momentum space can be transformed to an equation in terms of energy. In this derivation, it is assumed that excitons interact via phonon emission and absorption only, and in-plane momentum is conserved (in-plane is the $x - y$ plane).

The excitons move in the $x - y$ plane. In this derivation the phonon momentum, $q$, is summed over in spherical coordinates. The discrete summation over momentum states, $\sum_q$, can be replaced by an integral in spherical coordinates:

$$\sum_q \rightarrow \frac{V}{(2\pi)^3(h\nu_S)^3} \int \int \int E^2 dE d\phi d(\cos \theta), \quad (2.13)$$

where $E$ is the energy of a phonon with momentum $q$, and $E_k$ is the energy of an exciton with momentum $k$. This is done in the following way: the sum over $q$ is changed to an integral in three dimensions [11], then this is transformed to spherical coordinates [134]. Figure 2.1 shows how spherical coordinates are related to rectangular coordinates, therefore

$$q_x = |q| \sin \theta \cos \phi, \quad q_y = |q| \sin \theta \sin \phi, \quad q_z = |q| \cos \phi. \quad (2.14)$$

Changing the summation to an integral gives

$$\sum_q \rightarrow \frac{V}{(2\pi)^3} \int d\mathbf{q} = \frac{V}{(2\pi)^3} \int \int \int dq_x dq_y dq_z$$

$$= \frac{V}{(2\pi)^3} \int \int |q|^2 \sin \theta \, |q| \, d\theta \, d\phi$$

$$= \frac{V}{(2\pi)^3(h\nu_S)^3} \int \int \int E^2 \, dE \, d(\cos \theta) \, d\phi. \quad (2.15)$$

and the matrix element also changes to

$$|W(q)|^2 = \frac{D^2 E}{2\rho \nu_S V} F_z^2 \left( \frac{E \cos \theta L_z}{2h\nu_S} \right). \quad (2.16)$$
To switch Eq. 2.10 to the energy basis, note that \( N_{E_k} \equiv N_k, \ n_E \equiv n^\text{ph}_q, \ E_k = \frac{\hbar^2 k^2}{2M} \) and \( E = \hbar v s q \). Equation 2.10 becomes

\[
\frac{\partial}{\partial t} N_{E_k} = -\frac{2\pi}{\hbar} \frac{D^2 \hbar q}{2\rho v_s V} \frac{V}{(2\pi)^3(\hbar v s)} \int_{-\infty}^{\infty} dE d\phi d(\cos \theta) E^2 F_k \left( \frac{E \cos \theta L_x}{2\hbar v s} \right) \\
\times \left\{ \left[ N_{E_k} (1 + n_E) (1 + N_{(k-\vec{q})}) - (1 + N_{E_k}) n_E N_{k-\vec{q}} \right] \delta(E_k - E_{k-\vec{q}} - E) \\
+ \left[ N_{E_k} n_E (1 + N_{k+\vec{q}}) - (1 + N_{E_k}) (1 + n_E) N_{k+\vec{q}} \right] \delta(E_k - E_{k+\vec{q}} + E) \right\}.
\] (2.17)

As stated at the beginning of this derivation, this transformation can only be done if the initial distribution, \( N_k(t = 0) \), is isotropic in momentum space, which is assumed to be the case. Therefore, the change of variables from \( k \) to \( E_k \) can be done as long as \( N_k \) is a constant for all \( k \) = constant. So provided \( N_k(t = 0) \) is isotropic, and assuming \( n_q \) is also isotropic, \( N_k(t) \) is isotropic.

Next, to integrate over \( \phi \), the arguments of the delta functions are changed. The arguments are \( (E_{k-\vec{q}} - E_{k+\vec{q}} + E) \). Taking \( \vec{k} \parallel \) to be along the x-axis, \( |\vec{k}|| = k_x \).

\[
k_{||} + q_{||} = (k_{||} + |q_{||}| \cos \phi) \hat{i} + (|q_{||}| \sin \phi) \hat{j}
|k_{||} + q_{||}| = \sqrt{(k_{||} + |q_{||}| \cos \phi)^2 + (|q_{||}| \sin \phi)^2}
= \sqrt{k_{||}^2 + q_{||}^2 + 2k_{||} \cdot q_{||}}.
\] (2.18)
Similarly,

\[
\mathbf{k} - \mathbf{q} = (\mathbf{k} - |\mathbf{q}| \cos \phi)i + (-|\mathbf{q}| \sin \phi)j
\]

\[
|\mathbf{k} - \mathbf{q}| = \sqrt{(|\mathbf{k} - |\mathbf{q}| \cos \phi)^2 + (|\mathbf{q}| \sin \phi)^2}
\]

\[
= \sqrt{k^2 + q^2 - 2k \cdot q},
\]

(2.19)

and therefore

\[
|\mathbf{k} \mp \mathbf{q}| = \sqrt{k^2 + q^2 \mp 2k \cdot q}.
\]

(2.20)

Now, since $|\mathbf{q}| = |\mathbf{q}| \sin \theta$, $k \cdot q = |\mathbf{k}|(|\mathbf{q}| \sin \theta) \cos \phi$, and $\sqrt{E_k} = \frac{\hbar}{\sqrt{2M_x}}$,

\[
E_{k\parallel} - E_{k\parallel \mp q} = E_k - \frac{\hbar^2}{2M_x} (k^2 + q^2 \mp 2k \cdot q) = E
\]

\[
= -\frac{E^2 \sin^2 \theta}{2M_x v_S^2} \pm \frac{2\sqrt{E_k}E}{\sqrt{2M_x}v_S} \sin \theta \cos \phi \mp E.
\]

(2.21)

Integration over a delta-function will select the values for which the argument of the delta-function is zero. So now the argument is set to be equal to zero:

\[
-\frac{E^2 \sin^2 \theta}{2M_x v_S^2} \pm \frac{2\sqrt{E_k}E}{\sqrt{2M_x}v_S} \sin \theta \cos \phi \mp E = 0.
\]

(2.22)

Now, $2M_x v_S^2 = E_0$, and let $\frac{E}{E_0} = \epsilon$, $\frac{E_k}{E_0} = \epsilon_k$. Equation 2.22 can be simplified to

\[
-\epsilon \sin^2 \theta \pm 2\sqrt{\epsilon_k} \sin \theta \cos \phi \mp 1 = 0.
\]

(2.23)

Note from Fig. 2.1 that

\[
\phi \in [0, 2\pi] \rightarrow \cos \phi \in [-1, 1]
\]

\[
\theta \in [0, \pi] \rightarrow \sin \theta \in [0, 1].
\]

(2.24)

First, Stokes scattering is dealt with. The inequality

\[
\epsilon_k - \epsilon \geq 0
\]

must be true, and Eq. 2.23 can be rearranged to give another two:

\[
\epsilon \sin^2 \theta + 2\sqrt{\epsilon_k} \sin \theta + 1 \geq 0 \quad \text{if} \quad \cos \phi < 0, \quad \text{and}
\]

\[
-\epsilon \sin^2 \theta + 2\sqrt{\epsilon_k} \sin \theta - 1 \geq 0 \quad \text{if} \quad \cos \phi > 0.
\]

(2.26)

(2.27)
Secondly, anti-Stokes scattering is dealt with, so the inequality

$$\varepsilon - \varepsilon_k \geq 0$$  \hspace{1cm} (2.28)

must be true, and the other two inequalities are

$$-\varepsilon \sin^2 \theta + 2\sqrt{\varepsilon_k} \sin \theta + 1 \geq 0 \quad \text{if} \quad \cos \phi < 0, \quad \text{and} \quad (2.29)$$

$$\varepsilon \sin^2 \theta + 2\sqrt{\varepsilon_k} \sin \theta - 1 \geq 0 \quad \text{if} \quad \cos \phi > 0. \quad (2.30)$$

These inequalities will be needed when integrating over the delta-functions. Note that

$$\cos \phi' = \frac{\varepsilon \sin^2 \theta + 1}{2\sqrt{\varepsilon_k} \sin \theta} \quad \text{and} \quad \cos \phi'' = \frac{-\varepsilon \sin^2 \theta + 1}{2\sqrt{\varepsilon_k} \sin \theta} \quad (2.31)$$

where $\phi'$ corresponds to Stokes scattering, and $\phi''$ corresponds to anti-Stokes scattering. This gives

$$|\sin \phi''| = \sqrt{1 - \cos^2 \phi''} = \frac{\sqrt{4\varepsilon_k \sin^2 \theta - (\varepsilon \sin^2 \theta \pm 1)^2}}{2\sqrt{\varepsilon_k} \sin \theta} \quad (2.32)$$

Equations 2.31 and 2.32 are derived from Eq. 2.23, and Eq. 2.32 will be needed in the final part of the derivation. To carry out integration over a delta-function the following rule is used:

$$\delta (f(x)) = \sum_i \frac{\delta(x - x_i)}{|f'(x_i)|} \quad (2.33)$$

where $f(x_i) = 0$. The integral over $\phi$ is

$$\int_0^{2\pi} d\phi \delta \left( -\frac{E^2}{E_0} \sin^2 \theta \pm \frac{2\sqrt{\varepsilon_k} \sin \theta \cos \phi}{\sqrt{E_0}} \mp E \right) = \int_0^{2\pi} d\phi \frac{1}{2\sqrt{\varepsilon_k} E \sin \theta} \sum_i \frac{\delta(\phi - \phi_i)}{|\sin \phi_i|}$$

$$= \frac{1}{\sqrt{\varepsilon_k} E \sin \theta} \int_0^{2\pi} d\phi \frac{\delta(\phi - \phi'')}{|\sin \phi''|}$$

$$= \frac{1}{\sqrt{\varepsilon_k} E \sin \theta} \left[ \Theta(2\pi - \phi'') \Theta(\phi'') \right]. \quad (2.34)$$

The factor 2 disappears from the bottom of the equation because there are two values at which the argument of the delta-function is zero (see Eq. 2.33). The two Heaviside functions in Eq. 2.34 are equivalent to $0 \leq \phi'' \leq 2\pi$, therefore the inequalities found previously can be used, written as Heaviside step functions. Therefore Eq. 2.34 for
Stokes scattering becomes

\[ \frac{1}{\sqrt{\varepsilon_k E \sin \theta}} \left[ \Theta(2\pi - \phi') \Theta(\phi') \right] = \frac{2}{E} \frac{1}{\sqrt{4\varepsilon_k \sin^2 \theta - (\varepsilon \sin^2 \theta - 1)^2}} \times \Theta(2\sqrt{\varepsilon_k} \sin \theta - \varepsilon \sin^2 \theta + 1) \Theta(\varepsilon_k - \varepsilon). \] (2.35)

and for anti-Stokes scattering it becomes

\[ \frac{1}{\sqrt{\varepsilon_k E \sin \theta}} \left[ \Theta(2\pi - \phi'') \Theta(\phi'') \right] = \frac{2}{E} \frac{1}{\sqrt{4\varepsilon_k \sin^2 \theta - (\varepsilon \sin^2 \theta - 1)^2}} \times \Theta(2\sqrt{\varepsilon_k} \sin \theta - \varepsilon \sin^2 \theta + 1) \times \Theta(\varepsilon \sin^2 \theta + 2\sqrt{\varepsilon_k} \sin \theta - 1) \Theta(\varepsilon - \varepsilon_k). \] (2.36)

For Stokes scattering, there are only two Heaviside step functions instead of the three found previously; the inequality in Eq. 2.26 can be omitted because its argument is always positive.

Equations 2.35 and 2.36 can be substituted into the QBE (Eq. 2.17), and if Eq. 2.32 is also used, the final form of the QBE in energy space is

\[
\begin{align*}
\frac{\partial}{\partial t} N_{\varepsilon_k} &= -\frac{2}{\tau_{sc}} \int_{-1}^{1} \int_{0}^{\infty} d\varepsilon \varepsilon^2 d(\cos \theta) |F_\varepsilon(\varepsilon \cos \theta)|^2 \\
&\times \left\{ \frac{1}{\sqrt{4\varepsilon_k \sin^2 \theta - (\varepsilon \sin^2 \theta - 1)^2}} \left[ N_{\varepsilon_k}(1 + n_\varepsilon)(1 + N_{\varepsilon_k - \varepsilon}) - (1 + N_{\varepsilon_k})n_\varepsilon N_{\varepsilon_k - \varepsilon} \right] \\
&\times \Theta(2\sqrt{\varepsilon_k} \sin \theta - \varepsilon \sin^2 \theta + 1) \Theta(\varepsilon_k - \varepsilon) \\
&+ \frac{1}{\sqrt{4\varepsilon_k \sin^2 \theta - (\varepsilon \sin^2 \theta - 1)^2}} \left[ N_{\varepsilon_k} n_\varepsilon(1 + N_{\varepsilon_k + \varepsilon}) - (1 + N_{\varepsilon_k})(1 + n_\varepsilon)N_{\varepsilon_k + \varepsilon} \right] \\
&\times \Theta(2\sqrt{\varepsilon_k} \sin \theta - \varepsilon \sin^2 \theta + 1) \Theta(\varepsilon \sin^2 \theta + 2\sqrt{\varepsilon_k} \sin \theta - 1) \Theta(\varepsilon - \varepsilon_k) \right\}. \\
\end{align*}
\] (2.37)

The characteristic scattering time is defined as

\[ \tau_{sc} = \frac{\pi^2 \hbar^4 \rho}{D^2 M_k^2 v_S}, \] (2.38)

and typical values for GaAs QWs as described in Section 1.10 are: \( \tau_{sc} = 215 \text{ ns} \) (for \( D = 6.5 \text{ eV} \)), \( \tau_{sc} = 98 \text{ ns} \) (for \( D = 9.6 \text{ eV} \)) and \( \tau_{sc} = 38 \text{ ns} \) (for \( D = 15.5 \text{ eV} \)). The
2.4 Basic Equation of Relaxational Thermodynamics

The dimensionless constant $a$ is given by

$$a = \frac{L_x M_x v_S}{h}.$$  \hfill (2.39)

and $a = 0.055$ if $M_x = 0.215 m_0$ and $L_x = 8$ nm. Once again, $\varepsilon$ is the (dimensionless) energy of a phonon and $\varepsilon_k$ is the (dimensionless) energy of an exciton. $N_{\varepsilon_k}$, $n_\varepsilon$ and $N_{\varepsilon_k \pm \varepsilon}$ are the occupation numbers of the energy levels $\varepsilon_k$, $\varepsilon$ and $\varepsilon_k \pm \varepsilon$ respectively, and $\theta$ is the angle between the direction of the phonon and the $z$-axis.

Next, the basic equation of relaxational thermodynamics of QW excitons is derived. This equation provides a unified description of the thermalization process, and can be used to study how Bose-Einstein statistics influence the thermalization of quantum well excitons.

2.4 The Basic Equation of Relaxational Thermodynamics

The basic equation of relaxational thermodynamics of quantum well excitons is derived from the QBE.

As in the previous derivation, the starting point is the QBE in momentum space (Eq. 2.10). This time, only excitons already in the ground state are dealt with, therefore Stokes scattering is not allowed. The exciton momentum is set to be equal to zero, $k_{||} = 0$, and the first term in the large brackets in Eq. 2.10 disappears, so:

$$\frac{\partial}{\partial t} N_{k_{||}=0} = \frac{2\pi}{\hbar} \sum_q |W(q)|^2 \left[ N_{k_{||}=0} n^{	ext{ph}}_q (1 + N_{q_{||}}) - (1 + N_{k_{||}=0})(1 + n^{	ext{ph}}_q) N_{q_{||}} \right]$$

$$\times \delta(\hbar q_{||} v_S - E_{k_{||}+q_{||}})$$

$$= -\frac{2\pi}{\hbar} \frac{\hbar q}{2\rho v_S V} D^2 \sum_q \left| F_z \left( \frac{q_{||} L_z}{2} \right) \right|^2$$

$$\times \left[ N_{k_{||}=0} n^{	ext{ph}}_q (1 + N_{q_{||}}) - (1 + N_{k_{||}=0})(1 + n^{	ext{ph}}_q) N_{q_{||}} \right] \delta(\hbar q v_S - E_{k_{||}+q_{||}}).$$  \hfill (2.40)

By using Eq. 2.15 to switch to the energy basis and noting that integrating over $\phi$ is
simply equal to $2\pi$, the equation becomes

$$\frac{\partial}{\partial t} N_{E_k=0} = -\frac{D^2}{4\pi \hbar^4 \rho_0^2} \int_{-1}^{1} dE \int_{0}^{\infty} dE \ E^3 d(\cos \theta) \left| F_z \left( \frac{E \cos \theta L_z}{2\hbar v_S} \right) \right|^2$$

$$\times \left[ N_{E_k=0} n_E (1 + N_{q_1}) - (1 + N_{E_k=0})(1 + n_E) N_{q_1} \right] \delta(E - E_{q_1}).$$

(2.41)

The delta-function argument can be written as

$$E - E_{q_1} = E - \frac{\hbar^2 q_1^2}{2M_x} = E - \frac{E^2 \sin^2 \theta}{2M_x v_S^2}.$$

(2.42)

Now, using Eq. 2.33, the integration with respect to $\cos \theta$ is dealt with:

$$\int_{-1}^{1} d(\cos \theta) \delta \left( E - \frac{E^2 \sin^2 \theta}{E_0} \right) F_z^2 \left( \frac{E \cos \theta L_z}{2\hbar v_S} \right) = \int_{-1}^{1} d(\cos \theta) F_z^2 \left( \frac{E \cos \theta L_z}{2\hbar v_S} \right) \sum_i \delta \left( \cos \theta - \cos \theta_i \right).$$

(2.43)

The delta-function is equal to zero when

$$\cos \theta_i = \pm \sqrt{\frac{E - E_0}{E}},$$

(2.44)

so the RHS of Eq. 2.43 is

$$= \frac{E_0}{2E} \sqrt{\frac{E}{E - E_0}} \int_{-1}^{1} d(\cos \theta) F_z^2 \left( \frac{E \cos \theta L_z}{2\hbar v_S} \right) \sum_i \delta \left( \cos \theta - \sqrt{\frac{E - E_0}{E}} \right) + \delta \left( \cos \theta + \sqrt{\frac{E - E_0}{E}} \right)$$

(2.45)

Substituting $\frac{E_0}{E} = \varepsilon$ and $\frac{E_k}{E_0} = \varepsilon_k$ as before, and integrating over $\cos \theta$ gives

$$= \frac{1}{2E \sqrt{\varepsilon(\varepsilon - 1)}} \left[ F_z^2 \left( \frac{E L_z}{2\hbar v_S} \sqrt{\frac{\varepsilon - 1}{\varepsilon}} \right) + F_z^2 \left( \frac{-E L_z}{2\hbar v_S} \sqrt{\frac{\varepsilon - 1}{\varepsilon}} \right) \right]$$

(2.46)

and since $F_z^2(x) = F_z^2(-x)$,

$$= \frac{1}{E_q \sqrt{\varepsilon(\varepsilon - 1)}} F_z^2(a \sqrt{\varepsilon(\varepsilon - 1)})$$

(2.47)

where $a$ is given by Eq. 2.39. Going back to the original equation, Eq. 2.41, and
substituting all the above gives

\[
\frac{\partial}{\partial t} N_{\epsilon_k=0} = -\frac{D^2 \pi}{4 \rho \nu_b^2 \hbar^2} \int_0^\infty dE E^2 \frac{1}{\sqrt{\epsilon (\epsilon - 1)}} E_2^2 \left( a \sqrt{\epsilon (\epsilon - 1)} \right) 
\times \left[ N_{\epsilon_k=0} n_\epsilon (1 + N_\epsilon) - (1 + N_{\epsilon_k=0}) (1 + n_\epsilon) N_\epsilon \right]
\]

(2.48)

where \( n_\epsilon \equiv n_E = n_0^{ph} \), \( N_\epsilon \equiv N_E = N_{q_\|} \), and \( N_{\epsilon_k=0} \equiv N_{E_k=0} = N_{k_\|=0} \). Dividing the integrand by \( E_0^3 = (2M_\pi v_N^2)^3 \) gives

\[
\frac{\partial}{\partial t} N_{\epsilon_k=0} = \frac{2\pi}{\tau_{sc}} \int_1^\infty d\epsilon \, \epsilon \sqrt{\epsilon - 1} \left( a \sqrt{\epsilon (\epsilon - 1)} \right) [N_\epsilon (1 + n_\epsilon) - N_{\epsilon_k=0} (n_\epsilon - N_\epsilon)]
\]

(2.49)

where the characteristic scattering time, \( \tau_{sc} \) is defined in Eq. 2.38.

Now, when \( \epsilon_k = 0 \), the occupation number is given by \( N_{E=0} = e^{T_0/T} - 1 \) (Eq. 2.7) and differentiating this with respect to time gives

\[
\frac{\partial}{\partial t} T = -\frac{T^2}{T_0} e^{-T_0/T} \frac{\partial}{\partial t} N_k.
\]

(2.50)

Substituting Eq. 2.49 into this equation gives the final equation, the basic equation of relaxational thermodynamics:

\[
\frac{\partial}{\partial t} T = -\frac{2\pi}{\tau_{sc}} \left( \frac{T^2}{T_0} \right) (1 - e^{-T_0/T}) \int_1^\infty d\epsilon \, \epsilon \sqrt{\epsilon - 1} \left| F_2 \left( a \sqrt{\epsilon (\epsilon - 1)} \right) \right|^2 
\times \left( \frac{e^{E_0/k_B T_0} - e^{E_0/k_B T}}{e^{E_0/k_B T_0} + e^{-T_0/T - 1}} \right) \left( \frac{1}{e^{E_0/k_B T_0} - 1} \right).
\]

(2.51)

This equation describes how the initially hot photoexcited excitons thermalize from their initial temperature \( T_i = T(t = 0) \) to the temperature of the lattice, \( T_b \), with respect to time.

RESULTS

Results obtained by using Eq. 2.51 are shown in Fig. 2.2. Details of the parameters used are given in Section 1.10, and here the deformation potential, \( D = 6.5 \text{ eV} \) and the initial energy, \( E_i/k_B = 200 \text{ K} \).

From Fig. 2.2 it is clear that the excitons take a much longer time to thermalize when \( T_b \) is lower and/or \( n_{2D} \) is larger. This thermalization time, \( \tau_{th} \) is discussed in the next
Figure 2.3 shows how the occupation number of the ground state increases with time. This is calculated by using Eq. 2.7. So if the concentration of excitons, \( n_{2D} > 10^{10} \text{cm}^{-2} \) then the occupation number of the ground state is > 1 after 10 ns. The lifetime of an exciton \( \sim 10 \text{ns} \) so this graph shows that it could be possible for excitons to accumulate in the lowest energy states if there are no other processes to oppose this accumulation. In Fig. 2.4, \( \ln\{(T - T_b)/1 \text{K}\} \) is plotted against \( t \) for various \( T_b \). This shows that the relaxation of excitons follows exponential decay at high \( T_b \).

### 2.5 The Characteristic Thermalization Time of Excitons

Starting with the basic equation of relaxational thermodynamics (Eq. 2.51), it is possible to derive an equation for the characteristic thermalization time of excitons, \( \tau_{\text{th}} \), when their temperature is close to the lattice temperature. The thermalization time is defined as the time taken for the excitons to cool to the lattice temperature.

The integrand in Eq. 2.51 is equal to zero when \( T = T_b \). This means that when linearizing, the prefactor can be treated simply by putting \( T = T_b \). The \( T \)-dependent integrand in Eq. 2.51,

\[
\left( \frac{e^{\varepsilon E_0/k_BT_b} - e^{\varepsilon E_0/k_BT}}{e^{\varepsilon E_0/k_BT} + e^{-T_b/T - 1}} \right) \left( \frac{1}{e^{\varepsilon E_0/k_BT_b} - 1} \right),
\]

can be represented in the form \( f(T) = \nu/\omega \), where \( \nu \) and \( \omega \) are the numerator and denominator respectively. Again, because the linearization is at \( T = T_b \), note that \( \nu(T = T_b) = 0 \). Thus the expansion of \( f(T) \) at \( T = T_b \) is given by \( f(T) = (\nu'/\omega) dT \). This gives

\[
\frac{\partial T}{\partial t} = -\frac{2\pi}{\tau_{\text{sc}}} (T - T_b) \left( \frac{T_b}{T_0} \right) \frac{E_0}{k_BT_b^2} (1 - e^{-T_b/T_b}) \int_{1}^{0} d\varepsilon \frac{\varepsilon^2}{\varepsilon - 1} \left| F_x \left( a\sqrt{\varepsilon(\varepsilon - 1)} \right) \right|^2
\]

\[
\times \left( \frac{e^{\varepsilon E_0/k_BT_b} - e^{-T_b/T_b}}{e^{\varepsilon E_0/k_BT_b} + e^{-T_b/T_b} - 1} \right) \left( \frac{1}{e^{\varepsilon E_0/k_BT_b} - 1} \right).
\]

The basic thermodynamic equation (Eq. 2.51) reduces to the following equation if \( T \)
2.5. **The Thermalization Time of Excitons**

Figure 2.2: Thermalization dynamics $T = T(t)$ of excitons for $T_i = 200$ K and various concentrations as shown.

(a) $T_b = 1$ K

(b) $T_b = 0.1$ K

Figure 2.3: A plot of $N_{E=0}$ against time for $T_b = 0.1$ K and various concentrations as shown.

Figure 2.4: A plot of $\ln\{(T - T_b)/1\text{K}\}$ against time for $n_{2D} = 10^9\text{cm}^{-2}$, $T_i = 200$ K and various lattice temperatures as shown.
is close to $T_b$: \[
\frac{\partial T}{\partial t} = -\frac{1}{\tau_{\text{th}}}(T - T_b)
\] (2.53)
and the equation for the effective thermalization time, $\tau_{\text{th}}$ is
\[
\frac{1}{\tau_{\text{th}}} = \frac{2\pi}{\tau_{\text{sc}}} \left(\frac{E_0}{k_BT_b}\right) (1 - e^{-T_b/T_b}) \int_1^\infty d\varepsilon \varepsilon^2 \sqrt{\varepsilon - 1} \left| F_z \left(a\sqrt{\varepsilon(\varepsilon - 1)}\right)\right|^2 \times \left(\frac{e^{eE_0/k_BT_b}}{e^{eE_0/k_BT_b} + e^{-T_b/T_b} - 1} \right) \left(\frac{1}{e^{eE_0/k_BT_b} - 1}\right).
\] (2.54)

The linear approximation of Eq. 2.51 by Eq. 2.53 is only valid for $T_b > 0$ and $|T - T_b|/T_b < k_BT_b/E_0$.

Figure 2.5 shows how the thermalization time of the excitons increases with lower lattice temperatures. A deformation potential of $D = 6.5 \text{ eV}$ is used. For $n_{2D} < 10^{10} \text{ cm}^{-2}$ the curves nearly coincide with the $n_{2D} = 10^{10} \text{ cm}^{-2}$ curve, so only higher concentrations are shown. Figure 2.6 shows the exciton thermalization time against concentration. The thermalization time increases substantially as the lattice temperature is reduced or the concentration of excitons is increased, and is higher for lower values of $D$.

The equations in Section 2.4 and 2.5 deal with an approximation of the Boltzmann equation, and only treat excitons already in the ground state which can only couple in anti-Stokes with LA phonons. Next, an equation is derived that is not confined to excitons already in the ground state.
2.6. The Complete Microscopic Equation

As mentioned in Section 1.5, instead of treating an approximation of the Boltzmann equation as was done in Ref. [17], a 'microscopic' equation that takes into account all of the excitons in the system is derived. Although this complicates the equations considerably, it should give much more accurate results.

The QBE in energy space (Eq. 2.37) gives the number of excitons that enter energy state $E_k$ every time interval.

The number of excitons that enter energy level $\epsilon_k$ every time unit $= \frac{\partial}{\partial t} N_{\epsilon_k}$.

The amount of energy that enter energy level $\epsilon_k$ every time unit $= \frac{\partial N_{\epsilon_k}}{\partial t} \times E_k$.

This is just one energy state. For the amount of energy entering the whole system of excitons per time unit every energy level, $\epsilon_k$, has to be taken into account.

The amount of energy entering the whole system of excitons per time unit $= \sum \epsilon_k \frac{\partial N_{\epsilon_k}}{\partial t} \times E_k$. 

Figure 2.6: The thermalization time of excitons plotted against concentration.
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Now change to an integral:

\[ \sum_{\mathbf{k}_1} \rightarrow \int \frac{d\mathbf{k}_1}{4\pi^2} \int d^2k = \frac{S}{4\pi^2} \frac{1}{2\pi} \int_0^\infty k \, dk \]

\[ = \frac{S}{2\pi} \int_0^\infty \frac{dk^2}{2} \]

\[ = \frac{S M_x}{2\pi \hbar^2} \int_0^\infty d\left( \frac{\hbar^2 k^2}{2M_x} \right) \]

\[ = \frac{S M_x}{2\pi \hbar^2} \int_0^\infty dE_k. \quad (2.55) \]

So the amount of energy entering the system of excitons per time unit is

\[ \frac{\partial}{\partial t} E_{\text{total}} = \frac{S M_x}{2\pi \hbar^2} \int_0^\infty \frac{\partial N_{\mathbf{E}_k}}{\partial t} E_k \, dE_k. \quad (2.56) \]

Equation 2.56 will be substituted into Eq. 2.60. Now, note that the total energy

\[ E_{\text{total}} = \sum_E EN_E, \]

which gives

\[ E_{\text{total}} = \sum_{k} \frac{\hbar^2 k^2}{2M_x} e^{-\mu/k_BT} e^{\mu^2 k^4/2M_x k_BT} - 1 = \frac{M_x S}{\hbar^2} \frac{1}{2\pi} \int_0^\infty dE_k e^{-\mu/k_BT} e^{E_k/k_BT} - 1 \]

\[ (2.57) \]

Letting \( A = e^{-\mu/k_BT} \) and \( z = E_k/k_BT \),

\[ E_{\text{total}} = \frac{M_x S}{\hbar^2} \frac{1}{2\pi} \int_0^\infty dz \frac{z}{Ae^z - 1}. \quad (2.58) \]

If \( I_0 = \int_0^\infty dz \frac{z}{Ae^z - 1} \) then

\[ \frac{\partial}{\partial t} E_{\text{total}} = \frac{M_x S}{\hbar^2} \left[ \frac{2I_0 k_BT \frac{\partial T}{\partial t}}{I_0 k_BT + (k_BT)^2 \frac{\partial I_0}{\partial T}} \right] ^2 \quad (2.59) \]

so

\[ \frac{\partial}{\partial t} T = \frac{\hbar^2}{M_x S} \left[ \frac{1}{2I_0 k_BT + (k_BT)^2 \frac{\partial I_0}{\partial T}} \right] \frac{\partial}{\partial t} E_{\text{total}}. \quad (2.60) \]

Substituting \( \frac{dE_{\text{total}}}{dt} \) from Eq. 2.56 gives

\[ \frac{\partial}{\partial t} T = \left[ \frac{1}{2I_0 k_BT + (k_BT)^2 \frac{\partial I_0}{\partial T}} \right] \int_0^\infty \frac{\partial N_{\mathbf{E}_k}}{\partial t} E_k \, dE_k. \quad (2.61) \]
Note that $\frac{\partial N_{\epsilon k}}{\partial t}$ is given by the QBE (Eq. 2.37), so this is substituted in, giving

$$\frac{\partial}{\partial t} T = -\frac{2}{\tau_{sc}} \left[ \frac{E_0^2}{2J_0 k_B^2 T + (k_B T)^2 \frac{\partial E_0}{\partial T}} \right] \int_{0}^{\infty} d\epsilon_k \int_{0}^{\infty} d\epsilon \int_{-1}^{1} du |F_k(\epsilon \epsilon u)|^2 \epsilon^2 \epsilon_k$$

$$\times \left\{ \frac{1}{\sqrt{4\epsilon_k(1-u^2)-(\epsilon+1-\epsilon u^2)^2}} \left[ N_{\epsilon k}(1+n_{\epsilon}^{ph})(1+N_{\epsilon k-\epsilon})-(1+N_{\epsilon k})n_{\epsilon}^{ph}N_{\epsilon k-\epsilon} \right] \right.$$ 

$$\times \Theta(2\sqrt{\epsilon_k(1-u^2)}-\epsilon-1+\epsilon u^2)\Theta(\epsilon_k-\epsilon)$$

$$+ \frac{1}{\sqrt{4\epsilon_k(1-u^2)-(\epsilon-1-\epsilon u^2)^2}} \left[ N_{\epsilon k}n_{\epsilon}^{ph}(1+N_{\epsilon k+\epsilon})-(1+N_{\epsilon k})(1+n_{\epsilon}^{ph})N_{\epsilon k+\epsilon} \right]$$

$$\times \Theta(2\sqrt{\epsilon_k(1-u^2)}+\epsilon-1-\epsilon u^2)\Theta(2\sqrt{\epsilon_k(1-u^2)}-\epsilon+1+\epsilon u^2)\Theta(\epsilon-\epsilon_k) \right\} \cdot (2.62)$$

The following substitutions for the distribution functions are now made: $n_{\epsilon}^{ph} = 1/(e^{E_0/k_B T_0} - 1)$ (Eq. 1.3), $N_{\epsilon k} = (1-e^{-T_0/T})/(e^{E_k/k_B T} + e^{-T_0/T} - 1)$ (Eq. 2.6) and

$$N_{\epsilon k \pm \epsilon} = \frac{1-e^{-T_0/T}}{e^{(E_k \pm E)/k_B T} + e^{-T_0/T} - 1}, \hspace{1cm} (2.63)$$

so finally, the full microscopic equation is

$$\frac{\partial}{\partial t} T = -\frac{2}{\tau_{sc}} \left[ \frac{E_0^2}{2J_0 k_B^2 T + (k_B T)^2 \frac{\partial E_0}{\partial T}} \right] \int_{0}^{\infty} d\epsilon_k \int_{0}^{\infty} d\epsilon \int_{-1}^{1} du |F_k(\epsilon \epsilon u)|^2 \epsilon^2 \epsilon_k$$

$$\times \left\{ \frac{1}{(e^{E_kE_0/k_B T_0} + e^{-T_0/T} - 1)(e^{E_kE_0/k_B T_0} - 1)} \right.$$ 

$$\times \left\{ \Theta(2\sqrt{\epsilon_k(1-u^2)}-\epsilon-1+\epsilon u^2)\Theta(\epsilon_k-\epsilon) \right.$$

$$+ \frac{1}{e^{E_0/k_B T} - e^{E_0/k_B T_0}} \left[ \Theta(e^{E_0/k_B T_0} e^{-E_0/k_B T} - e^{E_0/k_B T} + e^{-T_0/T} - 1) \right.$$ 

$$\times \Theta(2\sqrt{\epsilon_k(1-u^2)}+\epsilon-1-\epsilon u^2)\Theta(2\sqrt{\epsilon_k(1-u^2)}-\epsilon+1+\epsilon u^2)\Theta(\epsilon-\epsilon_k) \right\} \cdot (2.64)$$

This ‘microscopic’ equation proved to be very complicated to work with. When this equation is numerically modelled with a computational code, it takes an extensive amount of time to obtain accurate results. The 3-fold integration is over irregular and spiky functions, which are even more irregular at lower temperatures. Therefore,
it is not practical to include any additional effect to this equation because the time-scale needed to obtain the results would be very long. In the next section, the results obtained with this equation are compared with the results obtained with the basic equation (Eq. 2.51). In further work throughout this thesis, a modified version of the basic equation of relaxational thermodynamics (Eq. 2.51) is used instead, detailed in the next section.

2.7 COMPARISON OF SIMPLE AND MICROSCOPIC RESULTS

Since Eq. 2.64 is too complicated to be combined with other equations (which is done in further sections), the results are compared with the results of Eq. 2.51. The results of Eqs. 2.51 and 2.64 only differ significantly at low lattice temperatures, $T_b < 1 \text{ K}$. As shown in Fig. 1.6, $E_0$ is the crossover between the exciton and phonon dispersion, and therefore the value of $E_0$ controls the kinetics of excitons at low temperatures. It is for this reason that $E_0$ was chosen as a fit parameter: its value was changed in Eq. 2.51 and the results are plotted to compare with the results of Eq. 2.64. For results at $T_b = 1.8$ and $0.35 \text{ K}$ see Figs. 2.7 and 2.8. Here, $D = 6.5 \text{ eV}$ and $T_i = 200 \text{ K}$.

![Graphs showing temperature vs. time for $T_b = 1.8 \text{ K}$](a) $n_{2D} = 10^9 \text{ cm}^{-2}$

![Graphs showing temperature vs. time for $T_b = 0.35 \text{ K}$](b) $n_{2D} = 3 \times 10^{10} \text{ cm}^{-2}$

Figure 2.7: A plot of temperature against time for $T_b = 1.8 \text{ K}$ and $T_i = 200 \text{ K}$. The red lines show the results obtained with the Eq. 2.64 and the black lines show results obtained with Eq. 2.51. $E_0$ in is varied in Eq. 2.51 to show comparison with the red line.
This new, 'fitted' $E_0$ is called $E_0^*$, and a good estimate is $E_0^* = E_0/2$. Therefore, in the remainder of this thesis, wherever $E_0$ is used in equations, it is replaced by $E_0^*$ in calculations.

Figure 2.8: A plot of temperature against time for $T_b = 0.35$ K and $T_l = 200$ K. The red lines show the results obtained with the Eq. 2.64 and the black lines show results obtained with Eq. 2.51.

**2.8 CREATION AND DECAY OF EXCITONS**

All the equations derived so far in this chapter assume a constant concentration of excitons with respect to time. In reality this is not the case because excitons are created (by focusing a laser on the sample), and they eventually decay (the electron and hole recombine, emitting PL). As mentioned in Section 1.9, in most experiments modelled in this thesis the laser that creates the excitons has a heating effect on the system, therefore cold excitons can be studied in two ways: (1) by conducting a time-resolved experiment by switching the laser on for a small amount of time then studying the excitons' behaviour after it is switched off, or (2) by conducting a spatially-resolved experiment, by using a constant laser power and studying the excitons' behaviour after they have moved away from the laser spot. By incorporating the effects of heating and cooling due to creation and decay of excitons into the basic equation of relaxational thermodynamics (Eq. 2.51) the first scenario can be modelled.
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**Pump**

As mentioned in Section 1.12, excitons can be created resonantly or nonresonantly. When indirect excitons are created nonresonantly, the heating by the laser pulse is large, and the initial energy of the indirect exciton can be \( E_i / k_B \sim 200 \text{K} \). In the case of resonant creation, the heating effect is not as strong. Estimates for the initial energy of the excitons are discussed further in this chapter as well as in Chapter 3. In theoretical modelling, the laser creates the excitons monoenergetically, so their initial energy, \( E_i = \text{constant} \). The heating of the excitons by the creating laser is given by the term

\[
S_{\text{pump}} = \frac{(E_i - k_B T I_2) A T_0}{2k_B T I_1 - k_B T_0 I_2},
\]

where \( I_1 \) is given by

\[
I_1 = (1 - e^{-T_0 / T}) \int_0^\infty \frac{z \, dz}{e^z + e^{-T_0 / T} - 1},
\]

and \( I_2 \) is given by

\[
I_2 = e^{-T_0 / T} \int_0^\infty \frac{z e^z \, dz}{(e^z + e^{-T_0 / T} - 1)^2}.
\]

The term \( S_{\text{pump}} \) is the rate of change exciton temperature caused by the pump, and is always > 0.

The term \( A T_0 \) is given by

\[
A T_0 = \frac{2\pi h^2}{g k_B M_x} A(t),
\]

where \( A(t) \) is the exciton creation rate per \( \text{cm}^2 \) and is defined as

\[
A(t) = A_0[\Theta(t) - \Theta(t - \tau_{\text{pump}})].
\]

The term in square brackets in this equation is a boxcar function comprising of two Heaviside step functions, which represents a pump that switches on at \( t = 0 \) and off at \( t = \tau_{\text{pump}} \).
**Optical Decay**

Optical decay equations were introduced in Section 1.11. The decay rate of excitons is given by Eq. 1.12, also shown here for clarity:

$$\Gamma_{\text{opt}} = \frac{1}{\tau_{\text{opt}}} = \frac{\Gamma_0}{2} \frac{E_\gamma}{k_B T_0} \int_0^1 \frac{(1 + z^2)dz}{A e^{-z^2 E_\gamma/k_B T_b} - 1}.$$ 

In high-quality QWs a quasi-2D exciton can only emit a bulk photon from the low-energy, radiative modes, which are located inside the photon cone \( k = k(\omega) = \sqrt{E_\omega c^2} \), where \( \omega \) is the frequency of the light field and \( c \) is the speed of light; see Fig. 1.10. The rate of their decay depends on their energy, and depending on the energy of the emitted photons in comparison with the average energy of the excitons, this can have either a net heating or a net cooling effect on the remaining excitons in the system. For example, if the lowest-energy particles tend to decay quicker, there is a net heating effect on the rest of the particles.

This effect is called ‘recombination heating and cooling’. It is similar to the evaporative cooling techniques used in atomic optics to remove high-energy atoms from magnetic traps [31], but in this case the lowest-energy particles decay. This means that at relatively high temperatures, \( k_B T > E_\gamma \), there is a net heating of the system. However, if the temperature of the system is very low, \( k_B T \ll E_\gamma \) and most excitons lie within the photon cone, the effect can have a net heating or cooling effect; this is investigated in Section 2.8. This effect is given by

$$S_{\text{opt}} = \frac{(k_B T I_2 \Gamma_{\text{opt}} - E_\gamma \Gamma_{\text{opt}}^E) T_0}{2 k_B T I_1 - k_B T_0 I_2}.$$ (2.70)

where

$$\Gamma_{\text{opt}}^E = \frac{1}{\tau_{\text{opt}}^E} = \frac{\Gamma_0}{2} \frac{E_\gamma}{k_B T_0} \int_0^1 \frac{(1 + z^4)dz}{A e^{-z^2 E_\gamma/k_B T_b} - 1},$$ (2.71)

and \( I_1 \) and \( I_2 \) are given by Eqs. 2.66 and 2.67 respectively. The term \( S_{\text{opt}} \) is the rate of change of exciton temperature caused by their decay, and can be positive or negative.
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Including $S_{\text{pump}}$ and $S_{\text{opt}}$ into the Relaxational Thermodynamics Equation

The final equation for the temperature dynamics of excitons is

$$\frac{\partial T}{\partial t} = \left( \frac{\partial T}{\partial t} \right)_{n_{2D}} + S_{\text{pump}} + S_{\text{opt}}, \quad (2.72)$$

where $S_{\text{pump}}$ and $S_{\text{opt}}$ are given above by Eqs. 2.65 and 2.70 respectively, and $(\partial T/\partial t)_{n_{2D}}$ is given by the basic equation of relaxational thermodynamics (Eq. 2.51), repeated here for clarity:

$$(\frac{\partial T}{\partial t})_{n_{2D}} = -\frac{2\pi}{\tau_{sc}} \left( \frac{T^2}{T_0} \right) (1 - e^{-T_0/T})$$

$$\times \int_{1}^{\infty} \frac{d\varepsilon}{\varepsilon} \sqrt{\frac{\varepsilon}{\varepsilon - 1}} \left( e^{\varepsilon T_0/k_B T} - e^{-\varepsilon E_0/k_B T} \right) \left( e^{\varepsilon E_0/k_B T} + e^{-\varepsilon E_0/k_B T} \right)^{-1}.$$

Equation 2.72 is used to model the temperature dynamics of a quasi-2D exciton system. Various results can be obtained by using this equation, including the exciton temperature $T$, the excitons’ optical lifetime $\tau_{\text{opt}}$, the exciton concentration $n_{2D}$, the number of excitons in the ground state $N_E = 0$, and the PL signal $I_{\text{PL}}$ obtained from a relatively small angle, $\eta$ ($\eta = 40^\circ$ or $8^\circ$ in this thesis).

The PL signal, $I_{\text{PL}}$, is given by

$$I_{\text{PL}} = -E_t \frac{\partial n_{2D}}{\partial t} \quad (2.73)$$

where $E_t$ is the minimum possible energy of the PL signal emitted by an exciton (also defined in Section 1.11).

Results: Varying $A_0$

Parameters are as stated in Section 1.10, the deformation potential, $D = 6.5\text{eV}$ which gives $\tau_{sc} = 215\text{ns}$, the pump $A(t)$ has a duration of $\tau_{\text{pump}} = 47\text{ns}$, $\tau_R = 6.75\text{ns}$, $T_b = 1.5\text{K}$, $T_i = 200\text{K}$ and the angle of detection of the PL signal is $\eta = 40^\circ$.

Results are shown here for two different excitation powers, $A_0 = 0.1 \times 10^{10}$ and $0.3 \times 10^{10}\text{cm}^{-2}\text{ns}^{-1}$. Figure 2.9 shows $n_{2D}$, $T$, $N_{E=0}$, $\tau_{\text{opt}}$ and $I_{\text{PL}}$ plotted against $t$. For
(a) The concentration plotted against time for two excitation powers. 

(b) The temperature plotted against time for two excitation powers. Inset: the occupation number of the ground state, $N_{E=0}$, plotted against time.

(c) The effective radiative lifetime of excitons plotted against time.

(d) The PL signal collected from an angle of $\eta = 40^\circ$ plotted against time.

Figure 2.9: $T$, $n_{2D}$, $\tau_{\text{opt}}$, $I_{\text{PL}}$ and $N_{E=0}$ plotted against time for $T_b = 1.5 \text{ K}$, $T_i = 200 \text{ K}$ and two different excitation powers, $A_0 = 0.1 \times 10^{10}$ and $0.3 \times 10^{10} \text{ cm}^{-2}\text{ns}^{-1}$ (solid and dashed lines respectively). The blue rectangle shows the duration of the laser pulse.
these results both $S_{\text{pump}}$ and $S_{\text{opt}}$ are included. As expected, the concentration, and thus the occupation number of the ground state, is significantly higher for the larger excitation power. Here, $N_{E=0}^{\text{max}} \sim 8$ and the maximum concentration (at $t = \tau_{\text{pump}}$) is $n_{2D}^{\text{max}} = 5.7 \times 10^{10} \text{ cm}^{-2}$, which is high. The temperature is seen to stabilize at $T_{b}$ within 5 ns after the end of the excitation pulse, and no significant heating or cooling effects are seen.

**RESULTS: VARYING $E_{i}$**

The initial energy of excitons, $E_{i} = T_{i}/k_{B}$, is varied to see what effect it has on the behaviour of the excitons over time, and these results are shown in Fig. 2.10. Parameters are as mentioned in the previous subsection. For these results both $S_{\text{pump}}$ and $S_{\text{opt}}$ are included. Figure 2.10 shows the temperature $T(t)$ when $T_{b} = 1.5 \text{ K}$ and $A_{0} = 0.2 \times 10^{10} \text{ cm}^{-2} \text{ ns}^{-1}$, for $T_{i} = 20$, 100 and 200 K. The maximum concentration in each case (at $t = \tau_{\text{pump}}$) is $n_{2D}^{\text{max}} = 3.1 \times 10^{10}$, $3.6 \times 10^{10}$ and $3.9 \times 10^{10} \text{ cm}^{-2}$ respectively.

![Figure 2.10: Thermalization dynamics for $T_{b} = 1.5 \text{ K}$, $A_{0} = 0.2 \times 10^{10} \text{ cm}^{-2} \text{ ns}^{-1}$ and various $T_{i}$ as shown. The blue rectangle shows the duration of the laser pulse.](image)

As is seen in Fig. 2.10, large variations in $T_{i}$ affect $T(t < \tau_{\text{pump}})$. At the end of the pulse, $T_{i} = 20 \text{ K}$ produces $T = 1.9 \text{ K}$ and $T_{i} = 200 \text{ K}$ produces $T = 3.1 \text{ K}$: in this example a factor of 10 change in $T_{i}$ changes $T(t = \tau_{\text{pump}})$ by only a factor of 1.6. The variations in $T_{i}$ only cause a negligible change in $T(t > \tau_{\text{pump}})$, although there is a significant difference in $n_{2D}^{\text{max}}$: for a lower $T_{i}$, $n_{2D}^{\text{max}}$ is lower because more of the excitons are optically-active during the laser pulse ($t < \tau_{\text{pump}}$).
RESULTS: Effects of Recombination Heating and Cooling

Here, the effects of recombination heating and cooling are studied. Two sets of results are shown for each case: with and without recombination heating and cooling effects, $S_{\text{opt}}$. Parameters are the same as in the previous subsection. For $T_b = 1.5\, \text{K}$ and $A_0 = 0.3 \times 10^{10}\, \text{cm}^{-2}\text{ns}^{-1}$ there is a very slight difference in the results. However, as $T_b$ is lowered to $1.25\, \text{K}$, the effects of recombination heating and cooling become more pronounced, as shown in Fig. 2.11. A minimum temperature of $10\, \text{mK}$ below $T_b$ is seen at $t = 51.6\, \text{ns}$ and a net heating effect is seen at $t \gtrsim 59.2\, \text{ns}$, but both are rather small effects, with $T$ finally stabilizing at $10\, \text{mK}$ above $T_b$ at $t \gtrsim 100\, \text{ns}$.

![Figure 2.11: Thermalization dynamics](image)

The initial net cooling effect followed by a net heating effect can be explained in the following way: since $E_Y = 141\, \mu\text{eV}$, or $1.64\, \text{K}$, when $T > 0$ and $T < E_Y/k_B$, most lie within the optically-active zone and decay rapidly. When $T \geq 0$ and $T < E_Y/k_B$ a net cooling effect is observed because the highest energy excitons within the optically-active zone have a higher decay rate. However, after these excitons decay, their decay rate becomes smaller, because there are less of them and/or because they have cooled further (depending on the value of $T_b$), and the decay of the lowest energy excitons is dominant, creating a net heating effect.

For lower concentrations ($n_{2D}^{\text{max}} \sim 10^{10}\, \text{cm}^{-2}$), the effect of recombination heating and cooling is much smaller for $T_b = 1.25\, \text{K}$. For $A_0 = 0.1 \times 10^{10}\, \text{cm}^{-2}\text{ns}^{-1}$ (hence $n_{2D}^{\text{max}} = 2.0 \times 10^{10}\, \text{cm}^{-2}$), as $T_b$ is lowered to $1\, \text{K}$, the effect becomes noticeable, and a net heating effect is observed, with $T$ stabilizing at $11\, \text{mK}$ above $T_b$ at $t \gtrsim 100\, \text{ns}$ as before.

The effect is now studied for lower $T_b$. The results for $T_b = 50\, \text{mK}$ are shown in
these results both $S_{\text{pump}}$ and $S_{\text{opt}}$ are included. As expected, the concentration, and thus the occupation number of the ground state, is significantly higher for the larger excitation power. Here, $N_{E=0}^{\text{max}} \sim 8$ and the maximum concentration (at $t = \tau_{\text{pump}}$) is $n_{2D}^{\text{max}} = 5.7 \times 10^{10} \text{cm}^{-2}$, which is high. The temperature is seen to stabilize at $T_b$ within 5 ns after the end of the excitation pulse, and no significant heating or cooling effects are seen.

**RESULTS: VARYING $E_i$**

The initial energy of excitons, $E_i = T_i/k_B$, is varied to see what effect it has on the behaviour of the excitons over time, and these results are shown in Fig. 2.10. Parameters are as mentioned in the previous subsection. For these results both $S_{\text{pump}}$ and $S_{\text{opt}}$ are included. Figure 2.10 shows the temperature $T(t)$ when $T_b = 1.5 \text{K}$ and $A_0 = 0.2 \times 10^{10} \text{cm}^{-2}\text{ns}^{-1}$, for $T_i = 20, 100$ and $200 \text{K}$. The maximum concentration in each case (at $t = \tau_{\text{pump}}$) is $n_{2D}^{\text{max}} = 3.1 \times 10^{10}, 3.6 \times 10^{10}$ and $3.9 \times 10^{10} \text{cm}^{-2}$ respectively.

As is seen in Fig. 2.10, large variations in $T_i$ affect $T(t < \tau_{\text{pump}})$. At the end of the pulse, $T_i = 20 \text{K}$ produces $T = 1.9 \text{K}$ and $T_i = 200 \text{K}$ produces $T = 3.1 \text{K}$: in this example a factor of 10 change in $T_i$ changes $T(t = \tau_{\text{pump}})$ by only a factor of 1.6. The variations in $T_i$ only cause a negligible change in $T(t > \tau_{\text{pump}})$, although there is a significant difference in $n_{2D}^{\text{max}}$: for a lower $T_i$, $n_{2D}^{\text{max}}$ is lower because more of the excitons are optically-active during the laser pulse ($t < \tau_{\text{pump}}$).
2.9 **Summary**

The thermalization and photoluminescence dynamics of indirect excitons in GaAs/AlGaAs CQWs at low lattice temperatures, $0.05 < T_b < 1.8$ K, have been modelled theoretically and analysed in this chapter. This was done in two ways: (1) assuming $n_{2D} = \text{constant}$, and (2) with additional creation and decay mechanisms thus $n_{2D} = n_{2D}(t)$.

Taking $n_{2D}$ to be constant, a complete microscopic equation was 'fitted' to a simpler version of the equation, thus finding a value for $E_0$ that could be substituted into the simple equation in further work, $E_0^* = E_0/2$. This was necessary because the microscopic equation was very difficult to work with and needed an extensive amount of computational power to give accurate results.

The inclusion of the creation and decay mechanisms, as well as their heating and cooling effects, gave results that can be more accurately compared with experiments. The 'PL jump' effect discussed in literature [135, 136] is observed, and this effect occurs mainly due to classical cooling of the excitons after the pump pulse. The pump heats the excitons, therefore during the pump pulse they are less optically-active. Immediately after the pulse an increase of the PL signal is observed because the excitons become more optically-active; this is known as the PL jump.

The recombination heating and cooling effect can be described as the change of the effective temperature of indirect excitons due to their resonant optical decay. It is an interesting effect: both heating and cooling effects can be seen in a single simulation if $0 \ll T < E_y$, but at $T \sim 0$ only a net cooling effect is observed. This effect benefits the experimentalists who would like to achieve a large occupation number of the ground state, but only if the experiments are carried out at low enough temperatures. This recombination heating and cooling effect is included in all further work in this thesis.
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Figure 2.12: \( T, n_{2D} \) and \( N_{E=0} \) plotted against time for \( T_b = 50 \text{ mK} \) and \( A_0 = 0.2 \times 10^{10} \text{ cm}^{-2}\text{ns}^{-1} \), with \( S_{\text{opt}} \) included (solid line) and excluded (dashed line). Note that there is no significant difference in the concentration when \( S_{\text{opt}} \) is included and excluded. The blue rectangle shows the duration of the laser pulse.

Fig. 2.12. Here \( A_0 = 0.2 \times 10^{10} \text{ cm}^{-2}\text{ns}^{-1} \) (hence \( n_{2D}^{\text{max}} = 3.8 \times 10^{10} \text{ cm}^{-2} \) at \( t = \tau_{\text{pump}} \)). Notice that only a net cooling effect is seen in this case, and \( T(t = 200 \text{ ns}) = 60 \) and 70 mK for the cases when \( S_{\text{opt}} \) is included and excluded respectively. The occupation number of the ground state is \( \gg 1 \) and reaches a maximum of \( N_{E=0} = 52 \) at \( t = 55.0 \text{ ns} \).

Therefore, for the recombination heating and cooling effect to be observed, \( T \) has to be small enough and \( n_{2D} \) has to be large enough. However if \( T \) is very low (\( T \ll 1 \text{ K} \)) only a net cooling effect is observed because a significant fraction of the excitons are in the optically-active zone, but the highest-energy excitons within the zone have a higher optical decay rate.

A larger excitation power creates a larger concentration of excitons, therefore, to obtain a large population of the ground state, a high \( A_0 \) and low \( T_b \) are needed. The results presented in this section show a maximum of \( N_{E=0} = 52 \) for \( T_b = 50 \text{ mK} \) and a concentration of \( n_{2D}(t = \tau_{\text{pump}}) = 3.8 \times 10^{10} \text{ cm}^{-2} \), which is experimentally accessible.
3 DIFFUSION OF
QUANTUM WELL EXCITONS

In this chapter the microscopic theory developed for the long-range transport, thermalization and optical decay of excitons is explained, and the theoretical results are compared with experimental results. The quantum diffusion equation is introduced, then combined with temperature dynamics (from the previous chapter) and applied to a steady-state system of excitons in 2D. By fitting the theoretical results to the experimental data it is possible to obtain a good estimate for the diffusion coefficient and the amplitude of disorder in the system.

The screening of disorder is also discussed, and an explanation is given on how this effect is included in the equations. The mean-field energy conversion effect is also introduced, as well as the suppression of the optical decay of excitons due to their velocity.

3.1 BACKGROUND INFORMATION
AND PUBLISHED RESULTS

In this chapter a particular kind of experiment is described and modelled, where a laser (which creates the excitons) is focused onto a 2D CQW structure. The laser intensity profile is very similar to a Gaussian profile, and the created excitons move outwards from the excitation spot, cooling down while doing so. Some results from
this kind of experiment were published separately in Ref. [5] (by Butov et al.) and [68] (by Snoke et al.). In Ref. [5], 2D images of the PL intensity in the $x - y$ plane were shown, as well as the PL signal profile with respect to radius, and these are reproduced in Figs. 3.1 and 3.2. Two PL rings can be seen surrounding the excitation spot. One ring is small, with a radius $\sim 30\, \mu m$ and the other is much larger, with a radius $> 100\, \mu m$. The external ring is also fragmented into beads. In Ref. [68], only the external ring is seen, and its radius can be as large as $\sim 500\, \mu m$. In this article the PL intensity is viewed in the $E - x$ plane, and the 2D sample is not viewed from the 'top' as in Ref. [5], therefore fragmentation of the ring would be very difficult to see. However, in another article by one of authors of Ref. [68], the sample was viewed from the 'top', but fragmentation of the ring was not seen [137]. Recently, other experiments were conducted by this group on a single QW sample where only direct excitons existed, and in this case they still observed the external ring but no fragmentation [138].

The external ring of PL, which can be $> 100\, \mu m$ in radius, has attracted a lot of attention, and a lot of research is being carried out to investigate the source of this ring. It is especially interesting since it segregates into beads, which are separated by a constant distance along the ring. At first, it was thought that the excitons became optically 'dark' after moving past the first ring, and became optically-active at the position of the external ring. Two possible reasons for the excitons to be dark are: (1) they have a high velocity, or momentum, and so their distribution in momentum space is not isotropic, which means that less of the excitons are optically-active, and (2) they have a high temperature, and so cannot optically decay. However, the ring is now believed to be formed by a separation of electron and hole gases, with exciton

Figure 3.1: The dependence of the spatial pattern of the indirect exciton PL intensity on the excitation power. The lattice temperature, $T_b = 1.8\, K$, the gate voltage, $V_g = 1.22\, V$, and the excitation powers, $P_{ex}$, are as follows: (a) $290\, \mu W$, (b) $390\, \mu W$, (c) $690\, \mu W$ and (d) $1030\, \mu W$. The area of view is $530 \times 440\, \mu m$. The colour represents the intensity of the PL signal where white represents maximum PL signal then yellow, red, purple and blue represent decreasing intensities and black represents no PL signal. Taken from Ref. [5].
3.1. **Background Information & Published Results**

Figure 3.2: Power and temperature dependence of the peak PL intensity against radius, where the radius, \( r \), is measured from the centre of the excitation spot. The gate voltage, \( V_g = 1.22 \text{ V} \). The excitation laser intensity profiles are shown by the purple dashed lines. The solid purple line in (b) shows the peak intensity of the direct exciton PL. Here, the indirect exciton PL line is at \( \sim 1.545 - 1.550 \text{ eV} \) and the direct PL line is at \( \sim 1.570 \text{ eV} \). Taken from Ref. [5].

In the experiments discussed in Ref. [5], only the internal ring is seen at low \( P_{ex} \). As seen in Fig. 3.2(a), at \( P_{ex} \approx 95 \mu\text{W} \) the internal ring appears, and with increasing power becomes more prominent and slightly larger, then at some critical point, the external ring appears; this external ring also becomes larger as the power is increased. In Fig. 3.2(b) the lattice temperature, \( T_b \), is changed, and both the intensity and contrast of the internal ring decrease dramatically with increasing lattice temperature.

The appearance of this internal ring has not been reported elsewhere. This could be because in other experiments the laser excitation spot is not focused enough, or because the subtraction of the \( n^+ \) GaAs emission is not as accurate. As seen in Fig. 3.3(a), there is a broad line arising below the indirect exciton line, which is due to emission from the \( n^+ \) GaAs layers, and the subtraction of this is essential for visualization of the internal ring. This can be done using a band pass filter (see Fig. 3.3(b)), or by using computational methods (see Fig. 3.4).
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(a) A typical example of the spectra of the emitted PL with respect to distance from the excitation spot centre, Y. The colour represents the intensity of the light: blue is lowest, red is highest.

(b) The red line shows an example of the PL intensity emitted from the internal ring area, and the blue line shows the transmission of a 10 nm band pass filter which is used in the experiments.

Figure 3.3: These figures give an illustration of the $n^+$ GaAs emission and the way it is removed with a filter. Taken from Ref. [6].

Figure 3.4: A typical example of the effect of $n^+$ GaAs emission removal in the $E - x$ plane. The colour represents the intensity of the light: dark red is highest, blue is lowest. The upper figure shows the raw data, the middle figure shows the $n^+$ GaAs emission, and the lower figure shows the data after $n^+$ GaAs emission removal. This data was taken for resonant excitation at $P_{ex} = 730 \mu W$, $V_g = 1.6 V$ and $T_b = 1.5 K$, and in this case, the removal of the $n^+$ GaAs emission was done by using computational methods. This data was taken by Butov et al. [145].
The internal ring of PL has not drawn as much attention as the external ring. This internal ring is modelled in this chapter. Separate electron and hole gases are not taken into account because the concentration of excitons is much higher than the concentration of electrons and holes in the region close to the excitation spot, which is where the internal ring is located. The concentration of free electrons and holes was estimated by Butov et al. from their experimental data, by analysing the PL signal seen from the radiative recombination of unbound electrons and holes. Within the internal ring area, the concentration of free electrons and holes was concluded to be more than an order of magnitude smaller than the concentration of excitons.

The PL signal plots in Fig. 3.2 are discussed further in Section 3.5, where they are compared with theoretical data.

3.2 Theory

Quantum Diffusion

The nonlinear quantum diffusion equation is given by [87]

$$\frac{\partial}{\partial t} n_{2D} = \nabla \left[ D_x \nabla n_{2D} + \mu_x n_{2D} \nabla (u_0 n_{2D} + U_{QW}) \right] - \Gamma_{opt} n_{2D} + \Lambda \, . \quad (3.1)$$

The first part in the square brackets is due to the diffusion of excitons, which originates from the concentration gradient. The second part in the square brackets is due to the drift motion of excitons, where the mobility, $\mu_x$, is determined by the diffusion coefficient of the excitons, $D_x$, and given by a modified version of the Einstein relationship for bosons:

$$\mu_x = \frac{D_x}{k_B T_0} \left( e^{T_0/T} - 1 \right) \, . \quad (3.2)$$

When $T \gg T_0$ this equation reduces to the Einstein relationship, $\mu_x = D_x/k_B T$. In the quantum limit the modified Einstein relationship gives a strong increase of the mobility for higher $n_{2D}$.

Variations in the QW potential due to disorder is given by $U_{QW}$, and this is discussed in Section 3.3. The mean-field potential is given by $u_0 n_{2D}$ and arises due to the dipole-dipole repulsion of indirect excitons; $u_0$ is defined in Section 3.3. Therefore at high densities the excitons feel a strong pressure-like force, which in turn causes a
drift velocity of excitons, \( v_{\text{drift}} \propto \nabla n_{2D} \).

The term \( \Gamma_{\text{opt}} n_{2D} \) is due to the optical decay of excitons, where \( \Gamma_{\text{opt}} \) is given by Eq. 1.12. The term \( \Lambda = \Lambda(r_{\parallel}) \) gives the generation rate of excitons per cm\(^2\).

**THERMALIZATION KINETICS**

Most of this theory is introduced in Chapter 2, thus only a brief summary is given here. One other effect is introduced in this chapter, called mean-field energy conversion. This effect is discussed in Section 3.6, and is incorporated into the set of equations. A steady-state situation is modelled in this chapter, so terms which depended on time, \( t \), previously, depend only on the in-plane coordinate, \( r_{\parallel} \), here. The in-plane coordinate is measured from the centre of the excitation spot and is referred to as the radius.

In the model, the exciton temperature is affected by three processes: (i) heating due to the optical excitation, because the initial energy of the excitons can be high (this depends on the energy of the laser), (ii) heating/cooling due to the optical decay of the lowest-energy excitons, and (iii) heating due to LA-phonon assisted conversion of the mean-field energy into internal energy. The first two effects are introduced and discussed in Section 2.8, and the third effect is introduced and discussed in Section 3.6.

The temperature dynamics of excitons is given by Eq. 2.72, also repeated here for clarity:

\[
\frac{\partial T}{\partial t} = \frac{-2\pi}{\tau_{\text{sc}}} \left( T_0^2 + 1 - e^{-T_0/T} \right) \int_1^\infty d\varepsilon \varepsilon \sqrt{\frac{\varepsilon}{\varepsilon - 1}} \left| F_{\varepsilon} \left( a\sqrt{\varepsilon(\varepsilon - 1)} \right) \right|^2 \\
\times \left( \frac{e^{\varepsilon E_0/k_B T_0} - e^{\varepsilon E_0/k_B T}}{e^{\varepsilon E_0/k_B T} + e^{-T_0/T - 1}} \right) \left( \frac{1}{e^{\varepsilon E_0/k_B T_0} - 1} \right) + S_{\text{pump}} + S_{\text{opt}}.
\]

As stated in Section 2.7, \( E_0^* = E_0/2 \) is used instead of \( E_0 \). The term \( \Lambda T_0 = [(\pi h^2)/(2k_B M_s)]A(r_{\parallel}) \) and the generation rate of excitons per cm\(^2\) is a spatial Gaussian function:

\[
\Lambda(r_{\parallel}) = \Lambda_0 e^{-r_{\parallel}^2/2\sigma^2}, \tag{3.3}
\]

and the full width at half maximum (FWHM) of the function = \( 2\sqrt{2\ln 2\sigma} \). The initial injected energy of the excitons is given by \( E_i = k_B T_i \).
Equations 1.12, 2.72 and 3.1 are solved numerically for a stationary, cylindrically-symmetric Gaussian-shaped optical excitation, \( \lambda(r_\parallel) \). The system is assumed to be cylindrically-symmetric and the equations are solved in the radial direction, from \( r_\parallel = 0 \) to \( r_\parallel^{\text{max}} \), where \( r_\parallel^{\text{max}} \) is the distance where \( n_{2D} \to 0 \). Before the theoretical and experimental results are presented, the effects of disorder are discussed.

### 3.3 Disorder

The concept of disorder is introduced in Section 1.13. The QW structures used in experiments are grown by molecular beam epitaxy methods, and have small thickness fluctuations. This results in a variation in well and barrier thicknesses, and therefore a variation in the confining potential in the QW, which contributes to an inhomogeneous broadening of the exciton linewidth. There is a resulting in-plane potential variation, and if the scale of disorder is larger than the exciton Bohr radius the excitons tend to avoid the local potential maxima and collect in the local potential minima; this is illustrated in Fig. 3.5. This varying in-plane potential is represented in the quantum diffusion equation (Eq. 3.1) by the term \( U_{GW} \).

![Figure 3.5: A schematic diagram of excitons experiencing a random in-plane potential, \( U_{\text{rand}} \) (not to scale). The coldest excitons (blue dots) tend to lie at the potential minima, and the hottest excitons (red dots) have more energy and can overcome the potential maxima.](image)

At low temperatures, these excitons are trapped in the minima because they don’t have enough thermal energy to escape. If the concentration of excitons is high, the disorder can be screened by the repulsive dipole-dipole interaction between the excitons.
SCREENING OF LONG-RANGE CORRELATED DISORDER

The screening of long-range correlated disorder arises due to the repulsive interaction between excitons. The term ‘long-range’ refers to μm length scales. The dipole-dipole repulsion between excitons causes a blue-shift of the indirect exciton PL emission energy, $E_{\text{shift}}$, with increasing $n_{2D}$; this blue-shift has been observed in many experiments (e.g. see Ref. [65]). The PL emission energy is shifted by

$$E_{\text{shift}} = u_0 n_{2D}, \quad \text{(3.4)}$$

where the mean-field energy amplitude $u_0$ is given by

$$u_0 = \frac{4\pi e^2 d_z}{\varepsilon_B}, \quad \text{(3.5)}$$

$\varepsilon_B$ is the background dielectric constant and $E_{\text{shift}} \simeq 1.6 \text{ meV}$ for $n_{2D} = 10^{10} \text{ cm}^{-2}$. This equation is valid when the distance between the electron and hole layers, $d_z \geq a_{2D}^B$, where $a_{2D}^B$ is the 2D exciton Bohr radius.

By using the quantum diffusion equation (Eq. 3.1), it is possible to show how the excitons screen long-range correlated disorder in the QWs by dipole-dipole interaction. As discussed in Section 3.2, a steady-state situation in 1D can be modelled theoretically by using Eqs. 1.12, 2.72 and 3.1. A cylindrically-symmetric spatial Gaussian function for the laser intensity profile is located at $r_\parallel = 0$, and a value for $U_{2D}(r_\parallel = 0)$ is assumed. The numerical methods are discussed in further detail in Section 3.4. The excitons diffuse outwards from the excitation spot and cool down while doing so. The disorder is not included directly as a function as it is here because the actual shape of the disorder is unknown; therefore only the amplitude, $U^0$, is used. However, here, an arbitrary potential, $U_{\text{QW}} = U_{\text{rand}} = -U_0 \cos(r_\parallel)$, is included directly into the diffusion equation (Eq. 3.1) to demonstrate the effect of screening.

Figure 3.6 shows the results for the following parameters: $D = 9.6 \text{ eV}$, $\tau_R = 13 \text{ ns}$, $T_b = 1.5 \text{ K}$, $n_{2D}^{\text{max}} = 4 \times 10^{10} \text{ cm}^{-2}$, $A_0 = 1.24 \times 10^{10} \text{ cm}^{-2} \text{ ns}^{-1}$, $T_1 = 1000 \text{ K}$, FWHM of the excitation function = 6.1 μm (therefore $\sigma = 2.6 \mu\text{m}$), $\eta = 8^\circ$, $U^0 = 0.9 \text{ meV}$ and a constant diffusion coefficient $D_x = D_\xi = 25 \text{ cm}^2/\text{s}$. The upper plot in Fig. 3.6 shows the effective potential $U_{\text{eff}} = U_{\text{rand}} + u_0 n_{2D}(r_\parallel)$, and the potential that was used, $U_{\text{rand}} = -U_0/2 \cos(r_\parallel)$, is plotted in the lower plot. It is clear that the disorder
Figure 3.6: Screening of the long-range-correlated disorder potential, $U_{\text{rand}}$, by dipole-dipole interacting indirect excitons. On the upper plot, the effective potential, $U_{\text{eff}} = U_{\text{rand}} + u_0 n_{2\text{D}}(r||)$, is plotted (solid line) as well as the laser intensity profile (dotted line). A random potential is modelled by the sinusoidal potential, $U_{\text{rand}}$, which is plotted in the lower plot.

Potential screening is more effective for higher densities and lower temperatures: near $r|| \sim 0$ the screening is not as effective (here $T \simeq 12 \text{ K}$), and also at $r|| \gtrsim 60 \mu \text{m}$ the screening is very weak due to lower $n_{2\text{D}}$. The screening effect arises because excitons accumulate in the potential minima of $U_{\text{rand}}$, and avoid the potential maxima. Since they repel each other, the local potential raises in the areas they accumulate, hence the potential minima are screened and the disorder potential is smoothed. When the excitons have a higher energy, however, they have more energy to move from the potential minima, hence reducing the screening effect; this is why the screening effect at $r|| \sim 0$ is weaker. The screening effect becomes significant for concentrations, $n_{2\text{D}} \gtrsim 10^{10} \text{ cm}^{-2}$.

It is possible to include the disorder effects directly into the diffusion equation by using a thermionic model [87]. The diffusion coefficient, $D_x$, is replaced with

$$D_x^d = D_x^0 e^{-U/\left(k_B T + u_0 n_{2\text{D}}\right)},$$

(3.6)

where $D_x^0$ is a constant. Results with and without this thermionic model are presented in Section 3.5.
3.4 Numerical Methods

Fitting Parameters for all Excitation Powers

Since various laser excitation powers were used in the experiments, the fit parameters not only have to be appropriate for data taken with a particular laser power, but for the whole range of powers used. The laser excitation power, $P_{ex}$, does not appear explicitly in the equations; instead, the number of particles created per cm$^2$ per ns is used, and is given by $\Lambda$ in Eq. 3.3. It is possible that $\Lambda_0$ does not scale linearly with $P_{ex}$ because the creation of excitons is likely to become less efficient at higher excitation powers. Therefore, the concentration in each case is estimated by measuring the blue-shift of the exciton energy, $E_{shift}$, and using Eq. 3.4. Then $\Lambda_0$ is found for that particular concentration.

Computational Work

A steady-state situation is modelled, therefore $\frac{\partial}{\partial t} T = 0$ and $\frac{\partial}{\partial t} n_{2D} = 0$, therefore Eqs. 2.72 and 3.1 are both equal to zero. A bisection method is adopted to find the value for $\Lambda_0$, and the code works in the following way:

- At $r_\parallel = 0$, the concentration, $n_{2D}$ is known, and an estimated value for the temperature, $T(r_\parallel = 0)$ and $\Lambda_0$ are included in the input file.

- By using Eq. 1.12, $\Gamma_{opt}$ is found.

- By using Eq. 2.72, the temperature for the next step in space can be found by knowing that $\frac{\partial}{\partial t} T = 0$ and using the value found for $\Gamma_{opt}$. Then the concentration, $n_{2D}$, is also obtained for the next step in space by using Eq. 3.1 to calculate the concentration gradient, $\nabla n_{2D}$. $\Gamma_{opt}$ is also calculated for the same step in space.

- After a few space steps, a reasonable value for $T(r_\parallel = 0)$ is obtained by averaging over the first few calculated values, and the program returns to $r_\parallel = 0$ with this estimate for $T(r_\parallel = 0)$.

- The code starts again from $r_\parallel = 0$ and moves from one space step to the next by calculating values for $\Gamma_{opt}$, $n_{2D}$ and $T$ each time.
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- This is repeated for more space steps until an instability develops, and $n_{2D}$ either becomes negative or goes to infinity. If it becomes negative, this is an indication that $A_0$ is too large, so the code stops and returns to $r_\parallel = 0$ with a smaller value for $A_0$. In the opposite way, if $n_{2D}$ tends to infinity, this is an indication that $A_0$ is not large enough.

- This process is repeated until $A_0$ converges towards a particular value and $n_{2D} \to 0$ as $r_\parallel \to \infty$.

This process can also be changed so that $n_{2D}$ is adjusted to fit a particular value of $A_0$. However, since $A_0$ cannot be measured directly from experiments whereas $n_{2D}$ can be estimated, fitting $A_0$ to a particular value of $n_{2D}$ is more appropriate.

Adjusting the Diffusion Coefficient and Disorder Amplitude

The first diffusion coefficient used is a constant number, $D_\xi$. When using this, the asymptotic solution for radius, $r_\parallel \gg 0$ is $I_{PL} \propto \exp[-(T_{opt}/D_x)^{1/2}r_\parallel]$. In contrast, the PL profile in the experimental data has a steep decay and a spatial pinning at a critical radius: the PL signal decreases from a maximum at the ring radius, $r_\parallel^{\text{eff}}$, to zero very abruptly. This is illustrated in Fig. 3.2(a). This steep decay and spatial pinning is due to the lack of screening of long-range QW disorder at lower concentrations (discussed in Section 3.3). In order to include the disorder in the model, a thermionic model is used, given by Eq. 3.6. The effects of using this equation are discussed in the next section.

3.5 Nonresonant Excitation: Initial Theoretical Results

Although the theoretical results presented in this section can be compared with the main features of the experimental results in Fig. 3.2, note that in the experimental plots, only the maximum PL signal is plotted, and not the total PL signal from the whole collection angle, $\eta$, as is done in the theoretical work. Therefore it is not possible to make a direct comparison.
In experiments, the PL signal and concentration profile of excitons can be obtained, and by fitting the theoretical results to these results as described above, it is then possible to obtain much more information on the system.

In these simulations $D = 6.5 \text{ eV}$, $\tau_R = 6.75 \text{ ns}$, the FWHM of the excitation laser profile = 30.0 $\mu$m (thus $\sigma = 12.74 \mu$m) and $\eta = 8^\circ$. An estimate of $T_i = 300 \text{ K}$ is used for $T_b = 1.8 \text{ K}$.

**Results at $T_b = 1.8 \text{ K}$**

Figure 3.7 shows the PL signal in the $x - y$ plane, and Fig. 3.8 shows the same data, but PL signal is plotted against radius. Figure 3.8 shows that for a constant diffusion coefficient, $D_x = D_x^c$, the PL signal and concentration decay exponentially outside the first ring. As stated in Section 3.4, this is in contrast with experimental results which show a much steeper decay of the PL signal. The reason for this steeper decay is the lack of the $n_{2D}$-dependent screening of disorder at larger radius, due to a smaller concentration of excitons.

If the thermionic model is included into the equation for diffusion coefficient, giving Eq. 3.6, there is a much steeper decay of the PL signal, which is more consistent with experimental data [146], see Figs. 3.2(a), 3.7 and 3.8. In this case the diffusion coefficient decreases with increasing radius, see Fig. 3.11(b), and as it decreases and approaches zero this causes a spatial pinning of the ring.

The calculated PL signal against radial distance from the centre of the laser excitation spot is plotted in Fig. 3.9, and the appearance of the internal ring is clearly seen. At the lowest excitation powers there is no ring, and $I_{PL}$ is a maximum at $r_{\parallel} = 0$. As the power is increased, the PL ring appears around the excitation spot, at $r_{\parallel}^{RG} \simeq 30 \mu$m. Both the radius and the intensity of this ring increase with increasing excitation power or decreasing $T_b$. Although the results cannot be compared directly to the experimental data in Fig. 3.2, the main features are the same: in experiments, for low excitation powers and/or high $T_b$ there is no internal ring, then as $P_{ex}$ is increased and/or $T_b$ is lowered a ring appears. The ring radius, $r_{\parallel}^{RG}$, increases as the PL intensity is increased; in a similar way, as $T_b$ is lowered $r_{\parallel}^{RG}$ increases.

The origin of the internal ring is nearly classical and arises due to heating of indirect excitons by the optical excitation, the $S_{pump}$ term in Eq. 2.72. By using $E_i/k_B =$
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(a) Constant diffusion coefficient, $D_x = D^c_x = 100 \text{cm}^2/\text{s}$.

(b) Thermionic model ($D_x = D^0_x$) with $D^0_x = 120 \text{cm}^2/\text{s}$ and $U^0 = 1.0 \text{meV}$.

Figure 3.7: The PL signal in the $x - y$ plane, where white represents the highest intensity, then yellow, red, purple and blue represent decreasing intensities and black represents no PL signal. In these two plots, $T_b = 1.8 \text{K}$, $A_0 = 0.48 \times 10^{10} \text{cm}^{-2}\text{ns}^{-1}$ and $T_i = 300 \text{K}$.

Figure 3.8: PL signal plotted against radius using a constant diffusion coefficient, $D_x = D^c_x = 100 \text{cm}^2\text{s}^{-1}$ (solid line) and the thermionic model, $D_x = D^0_x$, where $D^0_x = 120 \text{cm}^2\text{s}^{-1}$ and $U^0 = 1.0 \text{meV}$ (dotted line). Here, $T_b = 1.8 \text{K}$, $A_0 = 0.48 \times 10^{10} \text{cm}^{-2}\text{ns}^{-1}$ and $T_i = 300 \text{K}$. Same results as in Fig. 3.7.
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Figure 3.9: PL signal plotted as a function of radius. Other parameters are the same as for Fig. 3.7(b). The optical excitation profile is shown by the red line in both (a) and (b).

(a) \( T_b = 1.8 \, \text{K} \), \( T_i = 300 \, \text{K} \) and various pump powers: \( A_0 = 0.12 \times 10^{10} \), \( 0.30 \times 10^{10} \) and \( 0.48 \times 10^{10} \, \text{cm}^{-2}\text{ns}^{-1} \) (solid, dashed and dotted lines respectively).

(b) \( A_0 = 0.48 \times 10^{10} \, \text{cm}^{-2}\text{ns}^{-1} \) and \( T_b = 7.0 \, \text{K} \) and \( T_i = 800 \, \text{K} \) (solid line), \( T_b = 4.0 \, \text{K} \) and \( T_i = 600 \, \text{K} \) (dashed line), \( T_b = 1.8 \, \text{K} \) and \( T_i = 300 \, \text{K} \) (dotted line).

Figure 3.10: \( T \), \( \tau_{\text{opt}} \), \( n_{2D} \) and \( N_{E=0} \) plotted against radius, for \( T_b = 1.8 \, \text{K} \), \( T_i = 300 \, \text{K} \) and various pump powers: \( A_0 = 0.12 \times 10^{10} \), \( 0.30 \times 10^{10} \) and \( 0.48 \times 10^{10} \, \text{cm}^{-2}\text{ns}^{-1} \) (solid, dashed and dotted lines respectively).
300 K, the exciton temperature at the laser spot is $T_{\text{max}} \simeq 6.5 \text{K}$ which is much larger than $T_b = 1.8 \text{K}$ (see Fig. 3.10(a)). The temperature $T(r_{\parallel} = 0)$ is expected to be higher if $T_i$ is higher, and also if $P_{\text{ex}}$ (or $\Lambda_0$) is higher. Both these statements were verified in experiments by Yoon et al.; see Ref. [98] and references therein. The exciton temperature decreases rapidly outside the excitation spot, see Fig. 3.10(a). Since $T(r_{\parallel} \sim 0)$ is high the optical decay near $r_{\parallel} = 0$ is suppressed; this is illustrated in Fig. 3.10(a) where effective decay rate $\Gamma_{\text{opt}}$ is plotted. The excitons cool down to the temperature of the lattice at $r_{\parallel}^\text{rk} \sim 40 \text{\mu m}$ and as a result the optical lifetime $\tau_{\text{opt}} = 1/\Gamma_{\text{opt}}$ decreases, causing a local rise in $I_{\text{PL}}(r_{\parallel})$; this is the internal ring of PL.

The maximum population of the ground state mode, $N_{E=0} = e^{T_b/T} - 1$, occurs at $r_{\parallel} = r_{\parallel}^\text{rk}$, see Fig. 3.10(b). In this case, $N_{E=0}^{\text{max}} \sim 0.3$, which is relatively low because the maximum concentration here is only $n_{2D}^{\text{max}} \simeq 2 \times 10^{10} \text{cm}^{-2}$ at $r_{\parallel} = 0$, and the degeneracy temperature, $T_0 \propto n_{2D}$. Therefore, in this case the system behaves nearly classically, and Bose-Einstein statistics are only very weakly developed. To obtain a higher ground state occupancy, $T_b$ could be lowered, and/or $\Lambda$ could be increased [146, 147].

![Graphs](image)

(a) The total velocity of excitons in the outward radial direction plotted against radius. (b) The diffusion coefficient plotted against radius.

Figure 3.11: The velocity and diffusion coefficient for $T_b = 1.8 \text{K}, T_i = 300 \text{K}$ and $\Lambda_0 = 0.12 \times 10^{10}$, $0.30 \times 10^{10}$ and $0.48 \times 10^{10} \text{cm}^{-2}\text{ns}^{-1}$ (solid, dashed and dotted lines respectively).

In Fig. 3.11(a) the total velocity of the excitons, $v_{\text{tot}}$, is plotted for the three different excitation powers. The maximum velocity, $v_{\text{tot}}^{\max}$, occurs at the position of the PL ring, $r_{\parallel}^\text{rk}$. In these simulations, the disorder amplitude is approximated to be $U^0 = 1 \text{meV}$, and the diffusion coefficient, $D_x = D^d_x$, is in the range of $0 \lesssim D^d_x \lesssim 100 \text{cm}^2/\text{s}$, as
shown in Fig. 3.11(b), and in this case $D_\chi^0 = 120 \text{ cm}^2/\text{s}$.

### 3.6 Mean-Field Energy Conversion

The mean field energy arises due to the repulsion between the excitons and gives rise to a potential energy gradient, and therefore an in-plane drift motion. The possibility of estimating the concentration in experiments from the exciton energy blue-shift at higher concentrations has already been discussed in Section 3.4. The equation for this concentration-dependent energy shift is Eq. 3.4. The mean-field energy also results in a screening of in-plane disorder, which is discussed in Section 3.3.

Mean-field energy conversion refers to mean-field energy that is converted into the excitons' internal energy. This happens when the average velocity of the particles decreases very quickly, but their energy still remains high. This effect is due to scattering: the total vector sum of the velocities nearly cancel out, but the total energy is still large. In all calculations so far, the mean-field energy conversion is not included. However, the effect is rather small in the above cases, and including the extra term has no significant effect on the data. The effect is expected to be large when $k_B T \gg E_0$ ($E_0/k_B \approx 0.4 \text{ K}$), when the momentum relaxation time is much less than $\tau_{th}$, and therefore the effect is large when $\nabla n_{2D}$ is large.

Mean-field energy conversion to internal energy is included in Eq. 2.72 by adding an additional term, $S_d$, to the RHS. A new term, $S_T$, is defined as follows:

$$ S_T = S_{\text{pump}} + S_{\text{opt}} + S_d, \quad (3.7) $$

where

$$ S_d = -\frac{T_0 u_0 (\mathbf{v}_{\text{tot}} \cdot \nabla n_{2D})}{2k_B T I_1 - k_B T_0 I_2}. \quad (3.8) $$

Here, the total velocity $\mathbf{v}_{\text{tot}}$ is the sum of the diffusion velocity, $\mathbf{v}_{\text{diff}} = -(D_\chi/n_{2D}) \nabla n_{2D}$ and the drift velocity $\mathbf{v}_{\text{drift}} = -\mu_x u_0 \nabla n_{2D}$. The integrals $I_1$ and $I_2$ are given by Eqs. 2.66 and 2.67.

This mean-field energy conversion effect is included from now on unless otherwise
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noted. The final equation used from this point onwards is therefore

\[
\frac{\partial T}{\partial t} = -2\pi \left( \frac{T^2}{T_0} \right) (1 - e^{-T_0/T}) \int_1^\infty \frac{d\varepsilon}{\varepsilon} \varepsilon \sqrt{\frac{\varepsilon}{\varepsilon - 1}} \left| F_\varepsilon \left( a \sqrt{\varepsilon (\varepsilon - 1)} \right) \right|^2 
\times \left( \frac{e^{\varepsilon E_0/k_B T_b} - e^{\varepsilon E_0/k_B T}}{e^{\varepsilon E_0/k_B T} + e^{-T_0/T - 1}} \right) \left( \frac{1}{e^{\varepsilon E_0/k_B T_b} - 1} \right) + S_T,
\]

where \( S_T \) is given by Eq. 3.7.

3.7 NONRESONANT EXCITATION:
DIRECT COMPARISON WITH EXPERIMENTS

Another set of experimental data was obtained specifically for the purpose of making a comparison with the theoretical model, therefore the PL signal was integrated over the whole collection angle, \( \eta \). The theoretical data could then be compared directly with the experimental data. This data was obtained at \( T_b = 1.5 \) K.

The experiments were carried out by L. V. Butov's group in the University of California at San Diego. The PL pattern was imaged by a nitrogen-cooled CCD camera, and a band-pass filter was adjusted to the indirect exciton energy, as mentioned in Section 3.1, so that the \( n^+ \) GaAs emission is removed. If it is not removed, the internal ring of PL can be missed. The experiments that were carried out for this work concentrated mainly on the internal ring of PL, so the laser spot was kept small, FWHM = 6.16 \( \mu \)m (thus \( \sigma = 2.62 \mu \)m).

In the experiments discussed in this section, the excitation was done with a HeNe laser at 633 nm. This excitation energy is nonresonant. In Section 3.8 of this chapter results obtained using resonant excitation with a Ti:Sapphire laser at 780 nm are also modelled.

The experimental results presented here have two sets of data for every excitation power: the position of the exciton line (or energy of the emitted photon), \( E_{\text{shift}}(r_\parallel) \), from which the concentration can be calculated, and the PL profile, \( I_{\text{PL}}(r_\parallel) \). By fitting the theoretical results to the experimental results it is possible to deduce values for the two unknown parameters: the disorder amplitude and diffusion coefficient.

The computational code was ran several times with different estimates for the diffusion coefficient and disorder potential until a good fit to the experimental data
was obtained. In the next section, an improvement to the equation for the diffusion coefficient (Eq. 3.6) is discussed.

**IMPROVING THE DIFFUSION COEFFICIENT**

It is impossible to get a good fit for the diffusion coefficient when $D_x = D_x^0$ (given by Eq. 3.6) because there isn’t one value for $D_x^0$ that fits the results for all the different excitation powers, $P_{ex}$. Another, more complicated, equation is used instead of $D_x^0$ in Eq. 3.6, given by

$$D_x^0 = \frac{D_{x-x}D_{x-ph}}{D_{x-x} + D_{x-ph}}. \quad (3.10)$$

This diffusion coefficient has two contributions: self-diffusion due to exciton-exciton scattering, given by $D_{x-x} = C_{x-x}(T/T_0)$, and diffusion due to LA-phonon scattering, given by $D_{x-ph} = D_{x-ph}(T_b)$. The constants $C_{x-x}$ and $D_{x-ph}$ have to be fitted from the experimental results. If the thermionic model is also used, the final equation obtained for the diffusion coefficient is

$$\tilde{D}_x = \frac{D_{x-x}D_{x-ph}}{D_{x-x} + D_{x-ph}} \exp \left( -\frac{U^0}{k_B T + u_0 n_{2D}} \right). \quad (3.11)$$

The disorder potential amplitude and diffusion coefficient were adjusted to get the best possible fit for all different concentrations. The final fits are in the next section.

**RESULTS AT $T_b = 1.5 \text{ K}$**

In this section experimental results and theoretical results are compared directly. Two-dimensional colour images of the PL intensity in the $x - y$ plane and in the $E - x$ plane were obtained from experimental and theoretical results: in both these diagrams the varying intensity of the PL signal is shown with different colours as in Fig. 3.7. These plots are shown in Fig. 3.12 for both experimental and calculated results, and the internal ring of PL is clearly seen.

The measured and calculated PL signal profile, $I_{PL} = I_{PL}(r_||)$, obtained in experiments and calculated for various pump powers $P_{ex}$ is shown in Fig. 3.13. With increasing $P_{ex}$ the internal PL ring appears in the $I_{PL}$ profile. This is in complete agreement with the observations in this experiment and in the previous experiments (see Fig. 3.2).
Figure 3.12: All plots show patterns of the PL signal in the $x - y$ plane, and are from experimental data except for (b), which is calculated. White represents the highest intensity, then yellow, red, purple and blue represent decreasing intensities and black represents no PL signal. The excitation powers, $P_{\text{ex}} = 250 \mu\text{W}$ [(a) and (e)] and $75 \mu\text{W}$ [(c), (d) and (f)], and (b) corresponds to a power of $75 \mu\text{W}$ and $T_b = 1.5 \text{ K}$. In (a) the PL intensity in the area within the green circle is reduced by a constant factor for better visualization, and the bright spot in the middle of the internal ring is due to residual $n^+ \text{ GaAs}$ emission. The PL signal is imaged in $E - x$ coordinates in (e) and (f). For high $P_{\text{ex}}$ the external PL ring is also seen in (a) and (e).

(a) Experimental results for various excitation powers as shown.

(b) Theoretical results for various exciton creation rates as shown.

Figure 3.13: The PL signal of indirect excitons plotted against radius. The Gaussian profile of the optical excitation is shown by the dotted black lines.
The parameters used in numerical simulations are: $D = 9.6 \text{ eV}$, $\tau_R = 13 \text{ ns}$, $T_b = 1.5 \text{ K}$, $T_i = E_i/k_B = 200 \text{ K}$, FWHM of the excitation profile = 6.16 $\mu\text{m}$, and $\eta = 8^\circ$. The fitting parameters were adjusted until the best fit to the data was obtained, and the final numbers are given by: $U^0 = 0.9 \text{ meV}$, $D_{x-ph} = 60 \text{ cm}^2/\text{s}$, and $C_{x-x} = 15 \text{ cm}^2/\text{s}$.

Figure 3.14 shows that the concentration profile $n_{2D} = n_{2D}(r_\parallel)$ always has a smooth shape, with $n_{2D}^{\text{max}}$ occurring at $r_\parallel = 0$ and decreasing with increasing $r_\parallel$. The excitation powers $P_{\text{ex}} = 1, 15, 101$ and $402 \mu\text{W}$ gave rise to concentrations $n_{2D}^{\text{max}} = 0.15 \times 10^{10}$, $0.44 \times 10^{10}$, $1.27 \times 10^{10}$ and $2.50 \times 10^{10} \text{ cm}^{-2}$ respectively, using generation rates $A_0 = 2.9 \times 10^8$, $1.8 \times 10^9$, $8.4 \times 10^9$ and $2.1 \times 10^{10} \text{ cm}^{-2}\text{ns}^{-1}$ respectively.

As mentioned in Section 3.5, the internal ring of PL arises due to heating of indirect excitons by the optical excitation. Figure 3.15(c) shows that with increasing $r_\parallel$ the exciton temperature $T$ rapidly decreases towards $T_b$ and as a result the optical lifetime $\tau_{\text{opt}} = 1/T_{\text{opt}}$ decreases too, which gives rise to a local increase of $I_{\text{PL}}(r_\parallel)$ at $r_\parallel = r_{\parallel}^G$. The numerical simulations also reproduce the observed increase of $r_{\parallel}^G$ and spatial extension of the PL area (FWHM of the signal) with increasing $P_{\text{ex}}$ (see Fig. 3.15(a)).

As seen in Section 3.5, the amplitude of the disorder potential, $U^0$, determines the steepness of $I_{\text{PL}}(r_\parallel > r_{\parallel}^G)$ and therefore the dependence of the PL pinning radius. The ring contrast and ring radius dependencies are mainly determined by $D_{x-ph}$ and
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(a) The theoretical and experimental internal ring radius and the HWHM of the spatial extension of the PL signal are plotted against excitation power.

(b) A plot of the occupation number of the ground state against radius for excitation powers.

(c) The exciton temperature plotted against radius, for various excitation powers as in (b) (note that this x-axis scale is different).

(d) The exciton temperature for the two highest excitation powers; note the different y-axis scale.

(e) The diffusion coefficient plotted against radius for the same excitation powers as in (b) and (c).

(f) Various velocities of the excitons as shown, plotted against radius for \( \Lambda_0 = 2.1 \times 10^{10} \text{cm}^{-2}\text{ns}^{-1} \).

Figure 3.15: Ring radii plotted against \( P_{\text{ex}} \), and \( N_{E=0} \), \( T \), \( D_k \) and velocities plotted against radius (line colours in (b), (c) and (e) as in Figs. 3.13 and 3.14).
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The total diffusion coefficient, \( D_x = \bar{D}_x^d(r_{||}) \), is plotted in Fig. 3.15(e), and varies between a maximum of \(~ 25 \text{ cm}^2/\text{s}\) for the highest powers to a minimum of \(~ 0.06 \text{ cm}^2/\text{s}\) for all excitation powers. The small sized excitation spot used in the experiments \((\sigma = 2.6 \text{ \mu m})\) causes a drift velocity, \( v_{\text{drift}} \gg v_{\text{diff}} \). This is illustrated in Fig. 3.15(f), and the total velocity is also plotted, which has a maximum value \( v_{\text{tot}}^{\text{max}}(r_{||} \approx r_{||g}^\text{fg}) \approx 1.5 \times 10^5 \text{ cm/s} \) for \( n_{2D}^{\text{max}}(r_{||} = 0) \approx 2.5 \times 10^{10} \text{ cm}^{-2} \) \((P_{\text{ex}} = 402 \text{ \mu W})\).

As seen in Fig. 3.15(c), the excitons cool down rapidly outside the excitation spot. At \( r \approx 10 \text{ \mu m} \) their temperature reaches \( T_b \), but due to the effect of recombination heating and cooling \( T \) then increases gradually such that it is higher than \( T_b \) by 3 mK, which means that in this case there is a net recombination heating of the system. This effect can be seen in Fig. 3.15(d). However, in this case it is a very small effect. (Note that \( T_b \) to three decimal places is \( T_b = 1.496 \text{ K} \) as this was the exact value used in experiments.)

In these experiments and simulations, \( T_b = 1.5 \text{ K} \), and even at this temperature \( N_{E=0}^{\text{max}} \sim 1 \) at the position of the ring, \( r_{||g}^{\text{fg}} \) for the highest pump power. At higher \( n_{2D} \) and lower \( T_b \) quantum effects become dominant and \( N_{E=0} \gg 1 \). Low temperature simulations are shown and discussed in Chapter 4.

In the following section resonant excitation data are fitted. This is done in exactly the same way as described in this section, the main difference in the numerical calculations being the initial injected energy of the excitons, \( E_i \).

3.8 Resonant Excitation

The excitons can be created resonantly, which means that the laser energy is so low that it does not give enough energy for electrons and holes to escape over the barriers. This concept is introduced in Section 1.12. In the experiments modelled here, direct excitons are created by using a Ti:Sapphire laser at 780 nm (1.594 eV). The laser creates lh direct excitons, and according to Eccleston et al. [148] lh-hh exciton transfer occurs within 150 ps for \( n_{2D} = 1.5 \times 10^8 \text{ cm}^{-2} \) and within \(< 20 \text{ ps} \) for \( n_{2D} = 1.5 \times 10^{10} \text{ cm}^{-2} \) which is more relevant to experiments discussed in this section.

From an experimental point of view it is more difficult to obtain good quality data
when using resonant excitation. This is because the intensity of the light emitted by indirect excitons is very low compared with other light emitted from the sample. This method of creating excitons is much less efficient than nonresonant excitation, so a much higher laser power is needed to create the same concentrations as in the nonresonant excitation experiments. As higher powers are used, the quality of the background $n^+$ GaAs emission subtraction falls off as the contribution from the $n^+$ GaAs emission grows larger relative to the indirect exciton emission.

RESULTS AT $T_b = 1.5$ K

All the experiments and theoretical calculations for this section were carried out as described in Section 3.7 except for changes to a few parameters, described in the following paragraph. Experimental data is fitted as before, after very careful removal of the $n^+$ GaAs emission.

In the theoretical results for resonant excitation $T_i = 20$ K, where $T_i = E_i/k_B$. Since the gate voltage used in these experiments was $V_g = 1.6$ V, a value of $\tau_R = 31.3$ ns is used (see Fig. 1.12). All the other parameters, including $U_0$, $C_{x-x}$ and $D_{x-ph}$ are the same as in Section 3.7, and $T_b = 1.5$ K. The results for the PL signal, $I_{PL}$, are shown in Fig. 3.16, for concentrations $n_{2D} = 2.50 \times 10^{10}$ ($A_0 = 2.90 \times 10^{10}$ cm$^{-2}$ns$^{-1}$) and $1.87 \times 10^{10}$ cm$^{-2}$ ($A_0 = 1.9 \times 10^{10}$ cm$^{-2}$ns$^{-1}$). Note, in particular, the high excitation
powers used in experiments (see Fig. 3.16(a)) compared with the lower powers used in the nonresonant case in Section 3.7.

Note that $T(r = 0)$ is lower in this case than in the nonresonant case. Here, $T(r = 0) = 2.8 \text{ K}$ for $A_0 = 1.9 \times 10^{10} \text{ cm}^{-2} \text{ ns}^{-1}$ and $T(r = 0) = 2.9 \text{ K}$ for $A_0 = 2.9 \times 10^{10} \text{ cm}^{-2} \text{ ns}^{-1}$. The diffusion coefficient is a maximum at $r = 0$: $D_x^{\text{max}} = 15.2 \text{ cm}^2/\text{s}$ and $D_x^{\text{max}} = 16.7 \text{ cm}^2/\text{s}$ for the low and high excitation powers respectively where $D_x = D_x^d$.

### 3.9 Suppression of the Optical Decay of Excitons due to their Finite Velocity

When the excitons have a finite velocity, they are ‘darker’ than when they are stationary, i.e. their optical decay is suppressed. This is because less of the excitons are located inside the photon cone (see Fig. 1.10). This effect was discussed in Ref. [5] as a possible explanation for the appearance of the external ring of PL. Again, a central spot excitation is considered here, with excitons moving outwards from this spot. Consider one point in space, say for example the location of the black dot shown in Fig. 3.17(a). Since the system is assumed to be cylindrically-symmetric, at all positions on the circle drawn in Fig. 3.17(a), the excitons have the same average speed, but different directions (they all have an average velocity outwards from the excitation spot). Now the momentum distribution of the particles at the position of the black dot is considered. The black curve in Fig. 3.17(b) shows the distribution when the particles have an average velocity of zero, but if these particles have a finite average velocity, $v_{\text{tot}}$, the centre of the distribution curve is shifted as shown by the green curve, where the shift is given by $k_{\text{d}} \propto v_{\text{tot}}$.

This effect can be incorporated into the equation for the effective decay rate, $\tilde{\tau}_{\text{opt}}$ in the following way:

$$\tilde{\tau}_{\text{opt}} = \frac{1}{\tilde{\tau}_{\text{opt}}} = \frac{\Gamma_0}{2} \frac{E_\gamma}{k_B T_0} I_3,$$

(3.12)

where $I_3$ in this case is more complicated than the integral in Eq. 1.12 because in this case the integration needs to be carried out over $z$ and $\phi$. The angle $\phi$ is between $k$ and $k_d$, and $k$ is the momentum of an exciton. The occupation number, $N_{k-k_d}$ is
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(a) The studied system is cylindrically-symmetric in the $x-y$ plane.

(b) Exciton distribution in momentum space.

Figure 3.17: At all positions on the circle in (a) the excitons have the same average speed. One point in space is studied, for example the location of the black dot shown. The momentum distribution of the particles at this point is plotted in (b): since they have an average velocity in the $x$-direction, their distribution in momentum space is not isotropic, and is shifted as shown.

Given by

$$N_{k-k'_i} = \frac{1}{A e^{\beta^2(|k|^2 + |k'_i|^2 - 2|k||k'_i| \cos \phi)/2M_k k_B T} - 1}, \quad (3.13)$$

where $A$ is given by Eq. 1.11. If this equation is transferred into energy coordinates, it can then be included into $I_3$ in the following way:

$$I_3 = \frac{1}{2\pi n_{2D}} \int_0^1 dz \int_0^{2\pi} d\phi \frac{1 + z^2}{A e^{E_{\gamma}(1-z^2+y-2\sqrt{y(1-z^2)}\cos \phi)/k_B T} - 1}, \quad (3.14)$$

where $y = E_{\text{d}}/E_{\gamma}$.

Results at $T_b = 1.5 \text{ K}$

For simplicity, a constant diffusion is used, and the mean-field energy conversion effect is not included. The effect was incorporated into the code, and results were obtained for $n_{2D}^{\text{max}} = 0.44 \times 10^{10}$ and $2.5 \times 10^{10} \text{ cm}^{-2}$. When a diffusion coefficient of $D_x = D_x^* = 25 \text{ cm}^2/\text{s}$ is used (an approximation consistent with values of $D_x$ deduced
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Figure 3.18: PL signal and total velocity plotted against radius for $D_x = D^c_x = 100 \text{ cm}^2/\text{s}$, $T_b = 1.5 \text{ K}$, $T_i = 200 \text{ K}$ and two different concentrations.

Figure 3.19: $I_\text{PL}$, $v_\text{tot}$, $\tau_\text{opt}$ and $N_{E=0}$ plotted against radius for $D_x = D^c_x = 250 \text{ cm}^2/\text{s}$, $T_b = 1.5 \text{ K}$, $n_{2D}^{\text{max}} = 4.0 \times 10^{10} \text{ cm}^{-2}$ and $T_i = 200 \text{ K}$. 
in Section 3.7) the difference in results with and without suppression of optical decay is negligible. Therefore, to see what potential results this effect could have, it is desirable to increase the diffusion coefficient so that the velocity of the excitons is higher, therefore causing the effect to be stronger. It is also beneficial to work with higher concentrations, because this also causes the effect to be stronger, as $v_{\text{drift}}$ is higher for higher $n_{2D}$; therefore concentrations in the range of $2.5 \times 10^{10} < n_{2D} < 4.0 \times 10^{10}$ cm$^{-2}$ are used.

Results are shown in Fig. 3.18, where a diffusion coefficient of $D_x = D^c_x = 100$ cm$^2$/s is used. Other parameters are as follows: $D = 9.6$ eV, $\tau_R = 13$ ns, $T_b = 1.5$ K, $T_i = 200$ K, FWHM of the excitation profile = 6.16 $\mu$m and $\eta = 8^\circ$. The suppression of the optical decay of excitons starts to have an effect on the PL signal when $D_x = D^c_x = 100$ cm$^2$/s and $n_{2D}^{\text{max}} = 2.5 \times 10^{10}$ cm$^{-2}$, as shown in Fig. 3.18(a), where a slight two-peaked shape appears in the PL profile. This effect might not be detected in experiments because it is rather small, so Fig. 3.18(b) shows the results for a higher concentration, $n_{2D}^{\text{max}} = 4.0 \times 10^{10}$ cm$^{-2}$, where the effect is significantly stronger.

![Figure 3.18: 2D images of the PL signal intensity in the $x - y$ plane, where white represents the highest intensity, then yellow, red, purple and blue represent decreasing intensities and black represents no PL signal.](image)

Figure 3.19 shows results for a higher diffusion coefficient, and here it is clear that the internal ring of PL splits into two distinct rings, due to the effect of the suppression of optical decay of excitons. The maximum total velocity here is high, $v_{\text{tot}} \sim 1.7 \times 10^6$ cm/s. In Fig. 3.19(b) the optical lifetime is plotted, which has a distinctly different, two-peaked, shape from the usual $\tau_{\text{opt}}(r_\parallel)$ profile. When $D_x = D^c_x = 100$ cm$^2$/s,
\[ \tau_{\text{opt}}(r||) \] does not have a two-peaked structure, and the shape, \( \tau_{\text{opt}} = \tau_{\text{opt}}(r||) \), is similar to the case when suppression of optical decay is not included. In this case, \( \tau_{\text{opt}} \) is smaller by \( \sim 2\,\text{ns} \) at the position of maximum total velocity.

The concentration profiles, \( n_{2D}(r||) \), for the cases when suppression of optical decay is included and excluded do not differ significantly. The PL signal in the \( x-y \) plane is plotted in Fig. 3.20.

Since the suppression of optical decay does not have a significant effect on results when \( D_x \lesssim 100\,\text{cm}^2/\text{s} \), and because it takes an extensive amount of time to obtain the numerical results, the effect is not included in further work in this thesis.

### 3.10 Direct Excitons

The equations used throughout this chapter to model indirect excitons in CQWs can be used to model direct excitons in single QWs. In this case \( \tau_{\text{opt}} > \tau_{\text{th}} > \tau_{\text{R}} \) and a value of \( \tau_{\text{R}} = 25\,\text{ps} \) is used. The excitons are not dipole-oriented in the same direction which means that mean-field energy should be omitted, so \( u_0 = 0 \) and therefore the mean-field energy conversion mechanism does not exist, \( S_d = 0 \). For direct excitons the exciton-exciton interaction is a spin-dependent interaction, much weaker than the dipole-dipole repulsion of indirect excitons. For direct excitons in a high-quality single GaAs QW, the diffusion constant, \( D_x \sim 10 - 100\,\text{cm}^2/\text{s} \) [118, 120, 129]. Here, a value of \( D_x = D_x^e = 100\,\text{cm}^2/\text{s} \) is used.

The same internal ring of PL can be found by substituting indirect excitons with direct excitons in the way described above. This can be seen in Fig. 3.21(a) for a maximum concentration of \( n_{2D} = 2.5 \times 10^{10} \text{cm}^{-2} \). If the focus of the laser is not strong enough the ring is not present, but when the focus reduces to FWHM \( \sim 2\,\mu\text{m} \) the ring appears.

Due to the short intrinsic lifetime, the recombination heating and cooling effect is strong. This is illustrated in Fig. 3.21(b), where the temperature profile, \( T(r||) \), is plotted. The inset shows \( T \) for the outermost excitons for the two excitations with the smallest FWHM, and in both these cases the exciton temperature stabilises at \( T \sim 2.9\,\text{K} \), which is significantly higher than \( T_b = 1.5\,\text{K} \).
Three equations for the diffusion, thermalization and optical decay of the indirect excitons were used to model the cylindrically-symmetric system of excitons in 2D. The equations include quantum-statistical corrections relevant to degenerate indirect excitons. The origin of the internal ring of PL found in experiments is unambiguously identified: it is due to cooling of the excitons in their propagation from the excitation spot. When the excitons are created nonresonantly, in the optically-pumped area the exciton temperature is high \((T \approx 5\, \text{K})\); significantly higher than the lattice temperature \(T_b\) (which is 1 — 2\, \text{K} in experiments discussed in this chapter). As a result, their optical decay is suppressed (since only low-energy excitons can optically decay), but as they travel out from the excitation spot they cool down and become more optically-active, giving rise to an increase in the PL signal: the 'internal ring' of PL. The PL signal then decays because all the particles eventually decay.

The same internal ring of PL can be found for direct excitons in single QWs, if their diffusion is large enough and the FWHM of the laser beam is small enough. In this case, the recombination heating and cooling effect is strong: a net heating effect is seen outside the laser spot due to the excitons' short radiative life. The internal PL
ring is therefore a generic feature of PL from excitons, direct or indirect, that are nonresonantly excited in high-quality QWs.

When resonant creation was used, similar results to the nonresonant creation results were found, experimentally as well as theoretically. However, the temperature of the created excitons in the optically-pumped area is not as high as it is in the resonant case, although it proved to be higher than the lattice temperature, and still caused a suppression of the optical decay. Therefore, the internal ring of PL was still visible even when excitons were created resonantly.

The screening of disorder by the dipole-oriented excitons was discussed and modelled for an arbitrary in-plane disorder potential and a Gaussian-shaped optical excitation. This disorder is assumed to be of long-range order (on the μm scale) and of amplitude, \( U^0 \sim 1 \text{ meV} \). The screening effect is stronger when the concentration of excitons is higher (\( \gtrsim 10^{10} \text{ cm}^{-2} \)), but weakens when the exciton temperature is higher (\( \gtrsim 10\text{ K} \)).

The mean-field energy conversion mechanism was introduced and discussed, and included into the numerical simulations. This effect is strong when the average velocity of the excitons decreases but their average energy remains high. The effect was strongest when the deceleration of excitons was highest, i.e. when the concentration decreased to zero abruptly.

The suppression of optical decay of excitons due to their velocity was discussed and modelled, and was found to have an effect on the results when \( D_x = D_x^c > 100 \text{ cm}^2/\text{s} \) and \( n_{2D} > 2.5 \times 10^{10} \text{ cm}^{-2} \). A constant diffusion coefficient was used for simplicity. This effect could be observed experimentally if the diffusion coefficient is \( D_x > 100 \text{ cm}^2/\text{s} \) and the laser power is strong enough.

In the next chapter, the trapping and possible BEC of excitons is discussed.
4 TRAPPING AND POSSIBLE
BOSE-EINSTEIN CONDENSATION OF
QUANTUM WELL EXCITONS

As long as the average spacing between excitons is much larger than their Bohr
radius, they behave as bosons. Since excitons have a high degeneracy temperature
\( T_0 \propto 1/M_x \) they exhibit quantum-mechanical effects more easily than heavier bosons
such as atoms. The concept of Bose-Einstein condensation was introduced in Sections
1.7 and 1.8, and in this chapter the trapping of excitons is modelled, and the possible
transition to a Bose-Einstein condensate is discussed.

4.1 LASER TRAPPING

The benefits of using lasers is that they can provide an extremely precise and non-
invasive force while also providing fast and simple control of the trapping field. Laser
traps are briefly introduced and discussed in Section 1.7: optical trapping by radiation
pressure was proposed by Ashkin in 1970 [35], where micron-sized particles were
trapped in a laser beam. This idea was extended in Ref. [149], where Ashkin described
how it could be possible to slow down an atomic beam of sodium atoms using the
radiation pressure of a laser beam, and after being slowed, these atoms could be
captured in a trap consisting of focused laser beams. In this laser cooling technique,
the atomic motion is damped until the temperature of the atoms reaches the \( \mu \text{K} \)
range. Optical trapping and manipulation of small neutral particles has advanced
enormously since 1970. Laser cooling and trapping have been key factors in many momentous experiments in subfields of physics, chemistry and biology, where small particles play an important role [150–153]. A specific kind of laser trap is introduced and used in this chapter.

As in previous chapters, a laser creates the excitons. However in this case a ring-shaped laser spot is used, with an intensity profile as illustrated in Fig. 4.1. Because the excitons repel each other and the intensity profile is ring-shaped, the laser forms the basis of a potential trap with the energy minimum at the ring centre [154]. The trap is formed by the indirect excitons themselves: the trap potential is given by $U_{\text{trap}} = E_{\text{shift}} = u_0 n_{2D}$ and $E_{\text{shift}} \simeq 1.6 \text{ meV}$ for $n_{2D} = 10^{10} \text{ cm}^{-2}$ as mentioned in Section 3.3. The trap confining mean-field potential is determined by the radial distribution of the excitons, $n_{2D}(r)$, and does not depend on other characteristics such as their temperature $T$.

Optical traps can be controlled easily by varying the laser intensity in space or time. In addition to this, in the ring-shaped trap the excitons at the centre are cold since they are far enough away from the excitation ring: the effect of exciton heating due to the hot photogenerated excitons is small at distances $\gtrsim 10 \mu\text{m}$ away from the excitation ring. The excitons' long lifetime and the strong dipole-dipole repulsion allow them to travel to the trap centre before they recombine, thus accumulating to create a cold and dense exciton gas. This will be demonstrated in further sections.
4.2 THEORETICAL AND EXPERIMENTAL RESULTS

The experiments are carried out in a similar way to the experiments mentioned in Section 3.7. The spatial $x - y$ PL pattern can be obtained, as well as the position of the exciton line. The theoretical results are also obtained similarly to the way described in Section 3.4. The diffusion coefficient and disorder potential can be fitted as before, although they should not differ much from previous results as the structures used are essentially the same.

Three different lasers were used: a Nd:YVO₄ laser at 532 nm, a HeNe laser at 633 nm and a Ti:Sapphire 788 nm laser tuned to the direct exciton energy. The spatial and spectral features were very similar for all the excitation wavelengths investigated, and the experimental data shown here were taken using the 532 nm excitation laser wavelength, with the gate voltage, $V_g = 1.4$ V which gives a ground state radiative lifetime of $\tau_R = 21$ ns. The power of the laser $10 < P_{ex} < 1020 \mu$W and all experiments were done at $T_b = 1.4$ K. The experimental results showing PL patterns in the $x - y$ and $E - x$ planes are shown in Fig. 4.2.

Figure 4.2: Experimental plots of the PL intensity from excitons created by a ring-shaped laser excitation, (a)-(c) in the $x - y$ plane and (d) in the $E - x$ plane. The lattice temperature $T_b = 1.4$ K and the excitation powers are as follows: $P_{ex} = 10, 35$ and $100 \mu$W for (a), (b) and (c) respectively, and $75 \mu$W for (d).
Figure 4.3: Experimental and theoretical results for $T_b = 1.4$ K and four different excitation powers, $P_{ex} = 1020, 500, 100$ and $10 \mu W$ corresponding to $A_0 = 6.4 \times 10^9$, $2.7 \times 10^9$, $1.2 \times 10^9$ and $2.8 \times 10^8$ cm$^{-2}$ns$^{-1}$ respectively and shown by green, blue, red and black lines respectively. The excitation profile is shown by the dotted lines. Note that the scale of the $y$-axes of (c) and (d) correspond.
4.2. Theoretical & Experimental Results

Equations 1.12, 2.72 and 3.1 are numerically solved in the same way as in Section 3.7, but here the optical excitation is positioned at $r_{\text{ex}} = 14.5 \mu m$, and the ring thickness has a Gaussian shape with $\sigma = 3.3 \mu m$ (FWHM $= 2\sqrt{2\ln 2}\sigma = 7.7 \mu m$). The equation for the creation rate of excitons is

$$\Lambda(r_{\parallel}) = \Lambda_0 e^{-\left(r_{\parallel} - r_{\text{ex}}^0\right)^2/2\alpha^2},$$  \hspace{1cm} (4.1)

and Eq. 3.11 is used for the diffusion coefficient. The theoretical results were fitted to experimental data as in the previous chapter, and for the excitation powers $P_{\text{ex}} = 10, 100, 500$ and $1020 \mu W$ the concentrations in each case are $n_{2D}(r_{\parallel} = 0) = 0.01 \times 10^{10}, 1.2 \times 10^{10}, 2.2 \times 10^{10}$ and $4.7 \times 10^{10}$ cm$^{-2}$ respectively. The generation rates of excitons in each case are $A_0 = 2.8 \times 10^8, 1.2 \times 10^8, 2.7 \times 10^8$ and $6.4 \times 10^8$ cm$^{-2}$ns$^{-1}$ respectively. The value of $T_1$ in the theoretical calculations affects the magnitude of the 'dip' in PL signal at $r_{\text{ex}}$ (see Figs. 4.3(a) and (b)), and for these experimental data a value of $T_1 = 100 K$ is the most suitable. The values for the disorder and diffusion coefficients are $U^0 = 1.8$ meV, $D_{\text{x-ph}} = 40$ cm$^2$/s and $C_{\text{x-x}} = 9$ cm$^2$/s. See Fig. 4.3 for experimental and theoretical results.

As shown in Figs. 4.3(a) and (b), at low excitation powers, $P_{\text{ex}} \sim 10 \mu W$ the PL profile is similar to the excitation profile. However, as $P_{\text{ex}}$ is increased a strong PL signal is detected at the centre of the excitation ring, indicating the presence of a cold and dense gas of excitons. The theoretical results show that the exciton temperature at the trap centre is indeed extremely close to the lattice temperature $T_b$ (see Fig. 4.3(e)) and in fact goes slightly below $T_b$ by $\sim 1$ mK for the highest excitation power. A small heating effect is also seen outside the excitation ring, which is due to the mean-field energy conversion effect. The effect is strongest when the drop in concentration is sharp, which can be seen from Figs. 4.3(d) and (e).

The velocity of the excitons for $A_0 = 0.27 \times 10^{10}$ cm$^{-2}$ns$^{-1}$ is plotted in Fig. 4.4(a). It is clear that the drift velocity is much higher than the diffusion velocity, as shown in Section 3.7. The maximum velocity when the highest power, $A_0 = 0.64 \times 10^{10}$ cm$^{-2}$ns$^{-1}$, is used is $\sim 0.9 \times 10^8$ cm/s. A vector plot of the total velocity is plotted in Fig. 4.4(b), which clearly shows the points at which $v_{\text{tot}} = 0$: (1) at the centre, $r_{\parallel} = 0$ and (2) at the position of the solid red ring, which lies inside the laser excitation ring. The latter position corresponds to the point at which $n_{2D} = n_{2D}^{\text{max}}$.

The ring-shaped laser induces a ring-shaped trap with a radius slightly different to the radius of the laser ring; this is illustrated in Fig. 4.5 for the highest excitation power,
Figure 4.4: Velocity plots for $T_h = 1.4$ K and $A_0 = 0.27 \times 10^{10}$ cm$^{-2}$ns$^{-1}$ ($n_{2D}(r||) = 0) = 2.2 \times 10^{10}$ cm$^{-2}$.

$A_0 = 0.64 \times 10^{10}$ cm$^{-2}$ns$^{-1}$. The trap boundary, $r_{tr}^{||}$, is defined as the location where $n_{2D} = n_{{2D}^{\text{max}}}$ because the trap is created by the exciton concentration distribution, $n_{2D}(r||)$. The trap radius $r_{tr}^{||} \approx 11 \mu$m and the laser ring radius $r_{ex}^{||} = 14.5 \mu$m, therefore $r_{tr}^{||} < r_{ex}^{||}$.

In these experiments, the occupation number of the ground state is as high as $N_{E=0} \simeq 8$ at the trap centre, see Fig. 4.3(f). The simulations show that if the lattice temperature is lowered, $N_{E=0}$ should increase dramatically, and at low temperatures the majority of the excitons should occupy the ground state; this is illustrated in the

Figure 4.5: The radius of the trap, $r_{tr}^{||}$, compared with the radius of the laser ring, $r_{ex}^{||}$. The solid curve shows the concentration profile for the highest excitation power, $A_0 = 0.64 \times 10^{10}$ cm$^{-2}$ns$^{-1}$ and the dotted line shows the excitation laser intensity profile.
next section.

Note that the excitation profile in the experiment is not exactly the same as the theoretical excitation profile. In experiments, the intensity at $r_{\parallel} = 0$ is not $= 0$, although it is extremely low, less than 5% of the maximum intensity. It is possible that this could have a small effect on the temperature of the excitons at the centre of the trap: they could be slightly hotter than predicted values in the theoretical results. However, it is stated in Section 2.8 that a stronger cooling effect is predicted at lower $T_b$ due to the recombination heating and cooling effect, and therefore, the exciton temperature would be below $T_b$. This means that at lower $T_b$ ($T_b \lesssim 1$ K), despite the fact that the intensity at $r_{\parallel} = 0$ is not $= 0$ in experiments, the exciton temperature would still be close to $T_b$.

### 4.3 Derivation of the Equation for $T_c$

The definition of $T_c$ can be stated as follows: at temperatures below $T_c$, a large, non-negligible, fraction of particles occupy the $E = 0$ state.

For BEC of noninteracting particles in a *homogeneous trap* of area $S$, the fugacity, $z = e^{\mu/k_B T}$ is given by

$$
\frac{N}{g} = \sum_{j=1}^{\infty} z^j \left( 1 + 2 \sum_{i=1}^{\infty} e^{-j^2 \xi_0} \right),
$$

where

$$
\xi_0 = \frac{2\pi^2 \hbar^2}{M_s k_B T S} = \frac{\pi g}{N} \frac{T_0}{T}.
$$

and $N$ is the number of particles in the trap. If $n_{2D} = \text{constant}$ in the trap, $N$ is given by $N = n_{2D} S$. The occupation number of the ground state mode in the trap is given by

$$
N_{E=0} = \frac{z}{1 - z}.
$$

So far, these equations are exact, and $\mu$ is always $< 0$. If the temperature is lowered, keeping the concentration constant, the chemical potential will increase, approaching zero. In the thermodynamic limit it will not become equal to zero, which means that there is no BEC in the thermodynamic limit for $T > 0$. However, if a quasi-thermodynamic approach is used, where the ground state is separated from the other states, it is possible to put $\mu = 0$ and obtain an equation for $T_c$ which signifies the temperature at which there is a large fraction of particles in the ground state.
The total number of particles, \( N \), is given by the sum of all the particles in the separate energy states:

\[
N = g \sum_{E_k=0}^{\infty} \frac{1}{A e^{E_k/k_B T} - 1} \tag{4.5}
\]

where \( A = e^{-\mu/k_B T} \). This summation can be changed to an integral if the separation between energy states is very small. If there is a large number of particles in the system, and their temperature, \( T \), is high, only a negligible fraction of them are in the \( E_k = 0 \) state and the number of particles in this state can be neglected in the sum in Eq. 4.5. As the temperature is lowered, the fraction of particles in this state becomes non-negligible, and the temperature at which this happens is \( T_c \). Therefore, \( T_c \) is the lowest temperature at which \( N \) can be calculated as follows:

\[
N = g \sum_{E_{k_1}}^{\infty} \frac{1}{A e^{E_{k_1}/k_B T} - 1} \tag{4.6}
\]

where \( E_{k_1} \) is the energy of the first state above ground state. Then, the sum is changed to an integral

\[
N = \frac{gS}{4\pi^2} \int_{k_1}^{\infty} \frac{2\pi k \, dk}{A e^{\hbar^2 k^2/2M_k k_B T} - 1} \tag{4.7}
\]

where \( k_1 = 2\pi/\sqrt{S} \) corresponds to the energy \( E_{k_1} \). Since \( n_{2D} = N/S \), where \( S \) is the area of the trap,

\[
n_{2D} = \frac{gM_k k_B T}{2\pi \hbar^2} \int_{\xi_0}^{\infty} \frac{dx}{A e^{\hbar^2 x^2/2M_k k_B T} - 1} \tag{4.8}
\]

where \( \xi_0 \) is given by Eq. 4.3. Integrating Eq. 4.8 and substituting \( T_0 \) using Eq. 1.2 gives

\[
\frac{T_0}{T} = \ln A + \xi_0 - \ln(A e^{\xi_0} - 1) = -\ln\left(\frac{A - e^{-\xi_0}}{A}\right). \tag{4.9}
\]

Then, \( A \) is substituted in and the chemical potential, \( \mu \), is set to be equal to zero, so

\[
\frac{n_g T_0}{N} = -T_c \ln(1 - e^{-T_0/T_c}) \tag{4.10}
\]

which is the equation for \( T_c \) for a homogeneous trap.
4.4 Calculating $T_c$ and $N_{E=0}$

For a Homogeneous Trap

In this section, the possibility of BEC of the excitons in the 2D trap introduced in Section 4.1 is discussed.

When a large number of indirect excitons are confined in the optically-induced trap, the concentration, and hence the mean-field potential, is nearly constant for $r_\parallel < r_\parallel^\ast$. Since $n_{2D}(r_\parallel < r_\parallel^\ast) \simeq$ constant, the total number of excitons in the trap is given by $N = n_{2D}S$, where $S = \pi(r_\parallel^\ast)^2$. In these calculations $r_\parallel^\ast = 11\ \mu$m, corresponding to the results in Section 4.2.

Equation 4.2 is used to calculate the fugacity, $z$, which can then be used to calculate $N_{E=0}$ which is given by Eq. 4.4. Equation 4.10 is then used to calculate $T_c$. The number of excitons in the ground state is plotted against temperature in Fig. 4.6(a) for three different concentrations, assuming that the excitons' temperature in the trap is $T = T_b$ (which is a fair assumption, as seen in Fig. 4.3(e)). This figure proves the validity of the equation derived for $T_c$: the deviations between the 'quasi-thermodynamic' approach and the thermodynamic approach start to become significant at temperatures $< T_c$.

Figure 4.6(b) shows the fraction of trapped excitons in the ground state for various concentrations.

- For $n_{2D} = 1.5 \times 10^{10}\ \text{cm}^{-2}$, $N = 55400$ and hence $T_c = 150\ \text{mK}$.
- For $n_{2D} = 1.5 \times 10^{9}\ \text{cm}^{-2}$, $N = 5500$ and hence $T_c = 21\ \text{mK}$.
- For $n_{2D} = 1.5 \times 10^{8}\ \text{cm}^{-2}$, $N = 550$ and hence $T_c = 3.5\ \text{mK}$.
- For $n_{2D} = 1.5 \times 10^{7}\ \text{cm}^{-2}$, $N = 55$ and hence $T_c = 0.7\ \text{mK}$.

The transition to a macroscopic occupation of the ground state, near $T_c$, becomes sharper for higher concentrations. The maximum fraction is $N_{E=0}/N = 0.25$, this is because $N_{E=0}$ is for one spin degeneracy $g$, and $N$ takes all spin degeneracies into account. Since $g = 4$, the maximum this fraction can be is $0.25$, when all the excitons are in the ground state.


Chapter 4. Trapping & Possible BEC of QW Excitons

4.5 Comparison with Similar Results for 3D and 1D Structures

Bose-Einstein condensation of an ideal gas was investigated theoretically by Ketterle and van Druten, for a finite number of particles in one and three dimensions [7]. For the 3D case, they studied particles in a harmonic potential, and found that BEC in systems with a small number of particles is very similar to systems with an infinite number of particles. This is illustrated in Fig. 4.7, where it is seen that the major difference for $N < \infty$ is the slightly shifted and smeared out onset of the macroscopic occupation of the ground state. As mentioned in Section 1.7, Ketterle and van Druten take the macroscopic occupation of the ground state as the defining characteristic of Bose-Einstein condensation. Grossmann and Holthaus also made calculations for a finite number of particles in a 3D harmonic potential, and obtained very similar results; in particular, they state that the onset of condensation does not occur at a sharply defined temperature as it would in the limit $N \to \infty$, but is smeared out over a temperature interval of order $N^{-1/3}$ [155]. The condensation temperature is also shifted to lower temperatures, e.g., for $N = 2000$ particles it shifts by $\sim 6\%$.

In 1963, Mills theoretically investigated the ground state occupancy of an ideal Bose
Figure 4.7: The condensate fraction for a finite number of atoms in a 3D harmonic potential, plotted against temperature. The total number of atoms varies: $N = 100, 1000, 10^4$ and $\infty$ shown by solid, dashed, long dashed and dotted lines respectively. Taken from Ref.[7].

Figure 4.8: The occupation number of the ground state as a function of temperature for $x_L = 100 \text{ nm}$, taken from Ref.[8].
gas confined to a finite volume: a box of length $x_L$ and sides $x_D$, where $20 < x_L < 500\, \text{nm}$ and $1 < x_D < 10\, \text{nm}$ \cite{8}. The system is therefore quasi 1D, and Mills shows that an increasing deviation from the results for a bulk gas occurs when $x_L \gg x_D$. A plot of the occupation number of the ground state is shown in Fig. 4.8.

### 4.6 Low Temperature Simulations

The experiments discussed in Section 4.2 have not been carried out for lattice temperatures lower than $T_b = 1.4\, \text{K}$ yet. However, theoretical results can be obtained without much difficulty for $T_b > 0.4\, \text{K}$. In this section, theoretical results for $T_b = 0.4\, \text{K}$ are presented, and all other parameters, except for $D_{x-ph}$, are the same as in Section 4.2.

Since $T_b$ is lower, the diffusion coefficient that originates from exciton-phonon scattering, $D_{x-ph}$, should change: it should increase, because there is a lower LA-phonon population at lower $T_b$. The exciton-phonon diffusion coefficient's dependence on temperature is unknown for CQWs. However, it is well-known that in bulk material, the exciton mobility's dependence on exciton-phonon scattering is $\propto T_b^{-3/2}$ \cite{108, 110}. Since the mobility is given by $\mu_x = D_x/k_BT$, this gives a $T^{-1/2}$ dependence for the diffusion coefficient. Therefore, an estimate can be made for $D_{x-ph}$ using the known results for bulk. A value of $D_{x-ph} = 40\, \text{cm}^2/\text{s}$ was deduced in Section 4.2 for $T_b = 1.5\, \text{K}$, and therefore, for $T_b = 0.4\, \text{K}$ a value of $D_x = 77\, \text{cm}^2/\text{s}$ is used.

Figure 4.9 shows the concentration profile, exciton temperature, PL signal and occupation number of the ground state plotted against radius. Here, $D = 9.6\, \text{eV}$, $\tau_R = 21\, \text{ns}$, $n_{2D}(r|| = 0) = 3.65 \times 10^{10}\, \text{cm}^{-2}$, $\Lambda_0 = 0.56 \times 10^{10}\, \text{cm}^{-2}\text{ns}^{-1}$ and as in Section 4.2, $T_i = 100\, \text{K}$, $U^0 = 1.8\, \text{meV}$ and $C_{x-x} = 9\, \text{cm}^2/\text{s}$. The exciton temperature at the centre of the trap is $T = 0.38\, \text{K}$; this is illustrated in Fig. 4.9(b). As seen in Fig. 4.9(d), the occupation number of the ground state in this case is nearly 500, which is $\sim 0.35\%$ of the total number of excitons in the trap.

Finally, Fig. 4.10 shows how these results would look in an experiment, where the PL signal from the $x-y$ plane is visualized: the central PL peak would be the dominant feature, and the surrounding ring would have a very low contrast and might even be missed.
4.6. **Low Temperature Simulations**

(a) The concentration plotted against radius. The excitation profile is also shown with a dotted line.

(b) The exciton temperature plotted against radius.

(c) PL signal plotted against radius.

(d) Occupation number of the ground state plotted against radius. Note the different x-axis scale.

Figure 4.9: $n_{2D}$, $T$, $I_{PL}$ and $N_{E=0}$ plotted against radius for $T_b = 0.4$ K, $T_l = 100$ K and $\lambda_0 = 0.56 \times 10^{10}$ cm$^{-2}$ns$^{-1}$. 
In this chapter, an optically-induced trap for indirect excitons was modelled and analysed. This trap was used in experiments to spatially confine the excitons, where a concentration of $n_{2D} = 4.7 \times 10^{10} \text{cm}^{-2}$ was obtained at the centre of the trap. These experiments were modelled theoretically, and results were calculated numerically, giving a maximum occupation number of the ground state of $N_{E=0} \sim 8$.

Even though a Bose-Einstein condensate cannot exist in finite 2D systems, a kind of a Bose-Einstein condensate can exist, where a considerable fraction of particles are in the ground state. An equation for $T_c$ was derived for a homogeneous trap in 2D, and simulations for lower lattice temperatures (Figs. 4.6(a) and (b)) show that $N_{E=0}$ increases dramatically, and that nearly all of the excitons in the trap would occupy the ground state if $T_b$ is sufficiently small ($T_b \lesssim 0.1 \text{K}$).
In this thesis the properties of indirect excitons in coupled quantum wells were theoretically investigated. These properties included their temperature, their distribution in space, their optical lifetime and velocity. Their behaviour under various conditions was analysed theoretically. The theoretical results presented in this thesis were compared with experimental results where possible, and by fitting the theoretical results to the experimental results, values were found for parameters such as the disorder in the quantum well samples, and the diffusion coefficient of the excitons.

The relaxational thermodynamics of indirect excitons in GaAs/AlGaAs CQWs at low lattice temperatures, $0.05 < T_b < 1.8 \text{ K}$, were modelled and analysed in Chapter 2. Starting from the quantum Boltzmann equation in momentum space, the basic equation of relaxational thermodynamics (Eq. 2.51) was derived. The derivation includes an approximation, so that only excitons already in the ground state are dealt with, which can couple in anti-Stokes with a band of LA phonons. This equation was used to model the temperature, $T(t)$, of a constant concentration of excitons, $n_{2D}$. An equation for the characteristic thermalization time (Eq. 2.54) was derived from Eq. 2.51, which holds when the exciton temperature, $T$, is close to the lattice temperature, $T_b$. A more complete microscopic equation (Eq. 2.64), which includes less approximations, was then derived from the quantum Boltzmann equation in energy space. This equation was modelled numerically, but proved to be very difficult to work with as it included three-fold integration over very irregular and spiky functions, which became more irregular at lower temperatures. The temperature variation with time, $T(t)$, was calculated with both Eq. 2.51 and Eq. 2.64, and the results were compared for a range of lattice temperatures. Results for $T_b = 0.35$ and $1.8 \text{ K}$ were shown
in Figs. 2.7 and 2.8. The microscopic equation was not used in further simulations because of its complexity; instead, a modified version of Eq. 2.51 was used, with $E_0$ changed to $E_0^*$, where $E_0^*$ was chosen to be a fit parameter. The value for $E_0^*$ was found by fitting the results obtained with Eq. 2.51 with $E_0 \rightarrow E_0^*$ to the results of Eq. 2.64. This substituted value for $E_0^*$ was used in all further calculations, and was deduced to be $E_0^* = E_0/2$.

The creation and decay of excitons were taken into account, so that their concentration varied with time, $n_{2D}(t)$. In addition to this, both the heating due to the laser and the recombination heating and cooling effect were modelled theoretically and included into the modified basic equation of relaxation thermodynamics, giving Eq. 2.72. The recombination heating and cooling effect proved to be very interesting. When $T_b > 2$K the effect is rather weak, but at lower temperatures it becomes an increasingly stronger effect. At very low lattice temperatures, $T_b \sim 50$ mK, only a cooling effect was observed, but at intermediate temperatures, $T_b \sim 1$ K, both heating and cooling effects were observed: after the switch off of the pump an initial cooling effect, but at longer time delays a heating effect.

In Chapter 3, the relaxational thermodynamics and optical creation and decay equations were combined with a diffusion equation for excitons, and a 2D system of excitons was modelled theoretically. The system was assumed to be cylindrically-symmetric and was modelled in the radial direction, with a laser pump situated at $r_\| = 0$. The excitons created by the laser then travelled outwards due to drift and diffusion, becoming more optically-active as their temperature lowered. The origin of the internal ring of PL was found to be due to the cooling of excitons travelling outwards from the excitation spot, and is a classical phenomenon. Results in this chapter were obtained for a lattice temperature, $T_b \simeq 1.5$ K.

The disorder in QW samples was taken into account by using a thermionic model for the diffusion coefficient (Eq. 3.6). The mean-field energy conversion effect was introduced and modelled. Theoretical results were compared with experimental results from experiments conducted by Butov et al. specifically for the purpose of modelling the internal ring of PL. By fitting the theoretical results to the experimental results taken at $T_b = 1.5$ K, values for the disorder in the structure and the diffusion coefficient of excitons were obtained. The disorder was found to have an amplitude of $U^0 = 0.9 \text{meV}$. The theoretical results did not fit the experimental results when using a constant diffusion coefficient, $D_\xi$, and even when the thermionic model was
incorporated into the diffusion coefficient, giving $D_x^d$, it was still difficult to obtain a good fit. An improved diffusion coefficient was used, $\tilde{D}_x^d$, where the exciton-exciton scattering and the exciton-phonon scattering were taken into account. The diffusion coefficient was found to vary between 0.06 and $\sim 25 \text{cm}^2/\text{s}$.

The suppression of optical decay of excitons due to their velocity was discussed and modelled theoretically. For diffusion coefficients, $D_x^d < 100 \text{cm}^2/\text{s}$ and concentrations, $n_{2D} \lesssim 2.5 \times 10^{10} \text{cm}^{-2}$ the effects of suppression of optical decay of excitons was negligible. However, by increasing $n_{2D}$ the effect became noticeable, and the PL profile, $I_{PL}$, formed a distinctly different, two peaked structure. This means that the internal ring of PL in the $x - y$ plane splits into two distinct rings. When $D_x^d$ was increased further, the exciton optical lifetime profile, $\tau_{opt}(r||)$, developed a different structure: a prominent minimum occurred at the position of maximum exciton velocity.

The equations used in Chapter 3 to model indirect excitons in CQWs can also be used to model direct excitons in single QWs. This is done by using a very short ground state optical lifetime ($\tau_R = 25 \text{ps}$ was used in this case) and setting the mean-field energy, $u_0$, equal to zero, because the excitons are not dipole-oriented in the same direction. The same internal ring of PL was found for direct excitons, when their diffusion coefficient, $D_x = D_x^d = 100 \text{cm}^2/\text{s}$, and the focus of the laser beam was such that its intensity profile had a FWHM $\lesssim 2\mu\text{m}$.

In Chapter 4, the trapping of excitons by a ring-shaped laser profile was discussed. This novel way of trapping indirect excitons takes advantage of the fact that they are all dipole-oriented in the same direction. The excitons' spatial profile created a trap with a potential minimum at $r|| = 0$. Experiments and theoretical calculations were carried out for this trap, and in experiments, a concentration of $n_{2D}(r|| = 0) = 4.7 \times 10^{10} \text{cm}^{-2}$ was obtained. Theoretical calculations show that the exciton temperature at the centre of the trap, $T(r|| = 0) \simeq T_b$, and that for the highest concentration obtained in the experiments, the occupation number of the ground state, $N_{E=0} \simeq 8$. This is a very small fraction of the number of excitons in the trap, but a much higher occupation number of the ground state was predicted for higher concentrations and/or lower lattice temperatures. The trap was modelled for $T_b = 0.4 \text{K}$ and $n_{2D}(r|| = 0) = 3.65 \times 10^{10} \text{cm}^{-2}$, and the occupation number of the ground state in this case was nearly 500, which is 0.35% of the total number of excitons in the trap. Theoretical predictions for lower $T_b$ were shown in Fig. 4.6, where $N_{E=0}$ is plotted against $T_b$. A very large fraction of the excitons in the trap would occupy the ground state at low
lattice temperatures, $T_b \lesssim 0.1\,\text{K}$, and they would all eventually occupy the ground state as $T_b \to 0$. 
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