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SUMMARY

The research presented in this thesis considers the feasibility of utilising dsPICs (digital signal controllers) in the development of effective monitoring systems which have the capability to adapt to changes in operating conditions and can be quickly calibrated to suit a range of applications, thus helping to reduce the development time constraint. The capability of these monitoring solutions to detect and isolate faults occurring in pneumatic processes is investigated and their effectiveness verified.

Three applications are considered; gas pipe leakage, linear actuator operations and gripper action. In each case, solutions are developed based upon the dsPIC. The solutions utilise the analysis of pressure transients to overcome the limitation in the dsPIC memory. The deployment of minimal sensors and electronics was essential to optimise the cost of the system.

Leak detection techniques are developed with application to gas fitting pipes. The speed at which correct decisions are determined was the essence of this work. The solutions are tested, compared and their capability validated using pipes which had been rejected according to industrial standards. In this application a dsPIC digital signal controller and a pressure sensor were deployed, thus ensuring a low cost monitoring solution.

Linear actuator “end of stroke” monitoring has, previously, largely been possible using limit switches. A more challenging method based upon the deployment of a pressure sensor is outlined. Monitoring model surfaces were obtained and their capability to determine the health of the process was proved, at various supply pressures.

With regard to the gripper monitoring, a performance surface by which the gripper action can be monitored is generated and embedded within the dsPIC. Various faults are simulated and their effect on the gripper performance investigated. Leakage and blockage are also investigated at various places in the pneumatic circuit to allow for an algorithm to be devised. Faults may be detected and isolated, and their locations identified to allow for timely recovery treatment, thus supporting an enhanced process monitoring strategy.
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<table>
<thead>
<tr>
<th>ACRONYMS</th>
<th>Definition</th>
</tr>
</thead>
<tbody>
<tr>
<td>ADC</td>
<td>Analogue to Digital Converter</td>
</tr>
<tr>
<td>AGU</td>
<td>Address Generation Unit</td>
</tr>
<tr>
<td>ALU</td>
<td>Arithmetic Logic Unit</td>
</tr>
<tr>
<td>ANN</td>
<td>Artificial Neural Network</td>
</tr>
<tr>
<td>CAN</td>
<td>Controller Area Network</td>
</tr>
<tr>
<td>CCD</td>
<td>Charge Coupled Devise</td>
</tr>
<tr>
<td>CPU</td>
<td>Central Processing Unit</td>
</tr>
<tr>
<td>DCI</td>
<td>Digital Converter Interface</td>
</tr>
<tr>
<td>DSC</td>
<td>Digital Signal Controller</td>
</tr>
<tr>
<td>DSP</td>
<td>Digital Signal Processor</td>
</tr>
<tr>
<td>dsPIC</td>
<td>Digital Signal Peripheral Interface Controller</td>
</tr>
<tr>
<td>EEPROM</td>
<td>Electrically Erasable Programmable Read-Only-Memory</td>
</tr>
<tr>
<td>FDD</td>
<td>Fault Detection and Diagnosis</td>
</tr>
<tr>
<td>FDI</td>
<td>Fault Detection and Isolation</td>
</tr>
<tr>
<td>FEN</td>
<td>Front End Node</td>
</tr>
<tr>
<td>FFT</td>
<td>Fast Fourier Transform</td>
</tr>
<tr>
<td>FIR</td>
<td>Finite Impulse Response</td>
</tr>
<tr>
<td>FTP</td>
<td>File Transfer Protocol</td>
</tr>
<tr>
<td>GUI</td>
<td>Graphical User Interface</td>
</tr>
<tr>
<td>HTTP</td>
<td>Hyper Text Transfer Protocol</td>
</tr>
<tr>
<td>HVAC</td>
<td>Heat, Ventilation and Air Conditioning</td>
</tr>
<tr>
<td>ICD2</td>
<td>In-Circuit Debugger 2</td>
</tr>
<tr>
<td>ICSP</td>
<td>In-Circuit Serial Programming</td>
</tr>
<tr>
<td>IIR</td>
<td>Infinite Impulse Response</td>
</tr>
<tr>
<td>IP</td>
<td>Internet Protocol</td>
</tr>
<tr>
<td>IPMM</td>
<td>Intelligent Process Monitoring and Management</td>
</tr>
<tr>
<td>I/O</td>
<td>Input/Output</td>
</tr>
<tr>
<td>ISO</td>
<td>International Standards Organisation</td>
</tr>
<tr>
<td>IVT</td>
<td>Interrupt Vector Table</td>
</tr>
<tr>
<td>LAN</td>
<td>Local Area Network</td>
</tr>
<tr>
<td>MAB</td>
<td>Message Assembly Buffer</td>
</tr>
<tr>
<td>Abbreviation</td>
<td>Description</td>
</tr>
<tr>
<td>--------------</td>
<td>--------------------------------------------------</td>
</tr>
<tr>
<td>MCU</td>
<td>Microcontroller</td>
</tr>
<tr>
<td>MSLD</td>
<td>Mass Spectrometer Leak Detector</td>
</tr>
<tr>
<td>NCAP</td>
<td>Network Capable Application Processor</td>
</tr>
<tr>
<td>NIC</td>
<td>Network Interface Controller</td>
</tr>
<tr>
<td>NN</td>
<td>Neural Network</td>
</tr>
<tr>
<td>OSI</td>
<td>Open System Interconnection</td>
</tr>
<tr>
<td>PCB</td>
<td>Printed Circuit Board</td>
</tr>
<tr>
<td>PDA</td>
<td>Personal Digital Assistant</td>
</tr>
<tr>
<td>PIC</td>
<td>Peripheral Interface Controller</td>
</tr>
<tr>
<td>PID</td>
<td>Proportional Integral Derivative</td>
</tr>
<tr>
<td>PLC</td>
<td>Programmable Logic Controller</td>
</tr>
<tr>
<td>PLL</td>
<td>Phase-Locked-Loop</td>
</tr>
<tr>
<td>PSVPAG</td>
<td>Program Space Visibility Page</td>
</tr>
<tr>
<td>RAM</td>
<td>Random Access Memory</td>
</tr>
<tr>
<td>RTSP</td>
<td>Run-Time Self Programming</td>
</tr>
<tr>
<td>SPI</td>
<td>Serial Peripheral Interface</td>
</tr>
<tr>
<td>SoC</td>
<td>System on Chip</td>
</tr>
<tr>
<td>STIM</td>
<td>Smart Transducer Interface Module</td>
</tr>
<tr>
<td>TCP</td>
<td>Transmission Control Protocol</td>
</tr>
<tr>
<td>TTL</td>
<td>Transistor-Transistor Logic</td>
</tr>
<tr>
<td>UART</td>
<td>Universal Asynchronous Receiver Transmitter</td>
</tr>
<tr>
<td>VDI</td>
<td>Visual Device Initializer</td>
</tr>
</tbody>
</table>
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Chapter 1

INTRODUCTION

Pneumatically-driven robotic systems play a very important role in manufacturing especially in pick and place operations where no sophisticated control scheme is required. In particular, linear actuators and two-finger parallel grippers are widely used in “bang-bang” applications. Compressed air provides the required energy, thus yielding a clean and safe environment. They provide high power-to-weight and cost-to-benefits ratios which encourage their use in many industries including automobile, electronic, pharmaceutical, agriculture and material handling. They are used to perform tasks that require repetitive actions and high degree of accuracy. The deployment of such devices allows many production processes to become automated.

The design and control aspects of actuators and grippers have been the subject of a great deal of research. Many techniques have been proposed to achieve better control strategies of such devices so as to optimise their performance. In addition many researchers have identified problems with the design of grippers and developed alternative solutions. Grippers in particular are often task oriented and the design of generic grippers is still a requirement so that tool changing can be minimized and production efficiency increased. Research to identify problems related to their operation was found to be limited and hence motivated the research undertaken in this thesis.

The monitoring of such systems is vital so that faults arising in the process can be detected and real time remedial measures undertaken. Faults occurring in the process need to be detected and dealt with to support a successful production strategy. As a result, production efficiency can be improved and energy resources saved. Operational costs and shutdowns can also be reduced. The added emphasis being placed upon the quality of products necessitates the importance of continuous monitoring in order to cope with the changing market demands. Economical
monitoring solutions are required. Such solutions have become possible to achieve with the current trends in technological advancements.

As will be seen, the literature review demonstrated that the currently reported, adopted approaches normally employ multi-sensing elements as well as personal computers to undertake the monitoring function. The cost associated with these approaches can be high. Their deployment in industrial environments could also be impeded due to, the environmental conditions, noise and lack of space. Thus, monitoring approaches require further development in order to make this important activity accessible in terms of cost and flexibility. The availability of embedded technology can help to facilitate the development of monitoring systems capable of fulfilling these essential requirements. The new generation of microcontrollers (the dsPIC for example) offer a high level of integrated devices and operate at low power. These devices can in fact make the deployment of compact and cost-optimised monitoring systems the ideal solution for industrial environments. A distributed monitoring system based upon embedded devices was recognised as an alternative solution. Under this architecture various devices collaborate with each other to enhance the overall monitoring power and system capabilities. In this way a balance can be struck between power and cost.

The need for a compact and generic monitoring system is thus considered in this research. To address the cost associated with the monitoring system, a single pressure sensor was used and hence the reduction in the overall system cost was emphasised. A new generation of microcontrollers, dsPIC controllers, emerged at the start of this research and were thus selected to overcome the limitations of 8-bit microcontrollers in terms of processing power and speed. A system based on such devices can be placed close to the signal source to ensure that signal integrity remains intact. The approach adopted in this research also supports the evolution of applying such systems within the IPMM research group at the Cardiff School of Engineering.

Although the dsPIC devices are superior to previous generations of microcontrollers, they are still limited in terms of on-chip memory. Robotic systems in pick and place operations are fast and should be monitored to assess their performance. Taking into consideration the limited memory, this research was aimed at assessing whether this
can be undertaken by capturing and analysing air pressure transients during the motion of such devices. Pressure transient analysis was deemed to be of great potential as the basis by which faults arising in the process may be detected and isolated.

The monitoring of processes can lead to improvement in reliability and safety on the factory floor where robotic systems are assigned to undertake assembly tasks in a production line. A literature review is provided in Chapter 2, reporting work undertaken into various aspects of the monitoring of pneumatic systems. Many techniques have been developed and various approaches considered. The review also discusses different application areas. It summarises the various techniques developed to improve the design and control of pneumatic devices. Monitoring approaches were also summarised. Transient analysis as a tool used to identify faults occurring in the process was emphasised. The need for low-cost monitoring systems is considered and thus the deployment of microcontroller-based systems across many application areas is identified.

The requirements to optimise process performance were identified through the various monitoring approaches reported within the review. A low-cost distributed monitoring architecture is proposed in Chapter 3. The current technology in embedded devices forms the basis of this architecture. The dsPIC technology in particular was selected as a low-cost process monitoring solution. Its suitability and technical attributes are described. Various aspects of signal acquisition and analysis are also discussed. The ability of the system to provide real-time information about the process being monitored is a requirement for quality management. To achieve that, the required communication protocols are presented.

Three applications are presented in the next chapters to explore the capabilities of dsPIC based monitoring approaches. The integrity of commercial gas fitting pipes is crucial. It can be checked during production and/or before their assembly into consumer products. Chapter 4 proposed the development and validation of speedy methods to inspect the health of such pipes. The capability of the dsPIC in terms of acquisition and processing power is investigated. The applicability and advantages of the monitoring solution to replace existing operator-dependant methods is discussed.
The effectiveness of the developed techniques is verified through tests performed on pipes considered faulty by industrial standards.

Chapter 5 presents the development of surfaces (derived from determined mathematical models) relating end of stroke and supply pressure to the time taken for movement of a linear actuator. The extending/retracting motions are considered first with the deployment of limit switches. By comparing the expected time to the measured one, the health of the actuator is monitored. To explore the feasibility in the approach, a monitoring method is developed based upon the deployment of a pressure sensor in addition to a limit switch providing the home-position signal. A more challenging method was based on the use of only the pressure sensor. The analysis of the pressure transients led to the evolution of a surface capable of providing the correct position of the actuator during the extending motion. A detailed description of this approach is provided.

Two-finger parallel grippers are the most widely used tools for pick and place operations in many industries. Monitoring their operation is essential in order to detect faults which may arise in the process. Chapter 6 describes the development of a system based upon a dsPIC device and a pressure sensor for the third of the application areas. Again the cost of the monitoring system is an important consideration. A monitoring technique based on the development of a surface relating the part size to the gripping time over the operating pressures is proposed. The analysis of pressure signal was identified as a powerful tool through which many faults can be detected. Simulation of various common faults occurring during the gripper operation is provided.

Chapter 7 explains the implementation of the developed system to detect part size while performing pick and place tasks. The flexibility of the method developed to adapt with possible changing conditions due to the replacement of the gripper is assured. The capability of the dsPIC as a modelling tool is investigated. The proposed network architecture encompasses a server which facilitates further analysis and surface modelling whenever deemed necessary, thus eliminating the need for the dsPIC to carry out the modelling function. The hardware and software of a standalone monitoring system are described. Validation of the approach was conducted and
results are provided indicating that the system is capable of making the correct decision about the manipulated parts.

A discussion is provided in Chapter 8 bringing together the methods developed towards the monitoring of a pick and place station commonly found in production lines. Monitoring nodes, the dsPIC devices, can communicate with each other to assess the health of the process and receive updated parameters information via the internet. This link also allows data to be sent to the server for analysis when required. Faults identified at this level can be added to fault library held in the monitoring scheme at the monitoring nodes. This allows the monitoring system capability to be continually enhanced.

Finally, Chapter 9 draws conclusions on the developed systems and paves the road so that further enhancement to the monitoring system can be carried out in the future.
Chapter 2

A REVIEW OF THE MONITORING OF PNEUMATIC SYSTEMS

2.1 Introduction

The improvement of reliability, efficiency and safety make monitoring an important consideration across a wide range of technical processes. Monitoring may be defined as “a continuous real-time task determining the conditions of a physical system by recording information, recognising and indicating abnormalities in the behaviour” [2.1]. Faults which may arise in the process are broad sources of high maintenance costs and undesired downtime. A fault is a deviation in the process variables from normal conditions. It can be an abrupt “hard” fault such as a sudden failure in the controlling valve of a pneumatic system or a broken tool in a milling machine. A “soft” fault which appears to develop over time is sometimes known as “incipient”. Examples include the degradation of the seal inside a pneumatic cylinder. A fault that occurs occasionally in a process is referred to as an “intermittent fault” [2.2].

The application of an appropriately defined monitoring strategy must allow all such faults to be detected. Failure in process components can often be predicted before the event occurs thus saving energy resources and supporting reductions in operational costs. The role of e-Monitoring systems in the current industrial world is thus become increasingly important.

This chapter provides a review of monitoring techniques and their applications. This section introduces the subject with a review of general monitoring approaches. Section 2.2 provides a brief review of the Intelligent Process Monitoring and Management (IPMM) research at Cardiff School of Engineering. IPMM research has been based upon the evolution of a distributed microcontroller based monitoring approach. It is this approach that has been adopted within the research described in this thesis.
The focus of this work is pneumatic systems, which are widely used in many industries. They are employed in the field of automation to perform tasks such as pick and place operations. In modern manufacturing systems quality control and product integrity are essential, thus section 2.3 reviews publications describing various approaches for tackling problems specific to pneumatic processes. Within such “high speed” systems, transient analysis may represent a powerful tool using which important features can be extracted. This is the basis of identifying many faults occurring in the process and of supporting methods allowing such faults to be detected and identified. Section 2.4 examines transient analysis and considers its applicability in different fields as a diagnostic tool to determine the health of the process.

The most common approaches to condition monitoring are based upon personal computers. When deployed in an industrial environment although such systems are powerful they have certain disadvantages. For example, the set up of such a system can be complex; infrastructure is needed and often cables would have to be laid within the factory floor. The cost associated with integrating these systems can be very high. Signal integrity may also be compromised. A system which is compact and can be placed close to the data source thus offers an economical and effective solution. For these reasons, embedded systems such as those based upon a microcontroller are gaining momentum as monitoring tools. Section 2.5 provides a brief review of the deployment of microcontroller based systems in a range of applications. Finally, a summary of the present state of the art in related monitoring techniques is given in section 2.6.

The monitoring of process performance provides technical knowledge and economic solutions which may benefit all kind of industries. Many researchers are making efforts to encourage industry to invest in the monitoring of various processes. It is argued that process performance can be improved by applying developed techniques. Such approaches can also lead to the better management of assets and resources. This section considers a range of applications where monitoring techniques are employed. Much of this work has been developed based upon the analysis of vibration signatures that can lead to the detection of many faults in rotating machines. The occurrence of a fault may lead to known changes in key machine parameters. These exhibit signal patterns which can be used to characterise the state or condition of the machine [2.3].
Reviewing the research undertaken in this context is a difficult task. Isermann and Balle [2.1] for example undertook a review of more than 100 papers published between 1991 and 1995 to explore the suitability of variously developed methods as they were applied to technical processes for fault detection and diagnosis (FDD). They recognised that mechanical and electrical processes were investigated more than others. The DC motor in particular was found to receive most attention. Among the model-based methods, parameter-estimation and observer-based techniques are used in the largest number of applications. Their review reported that nearly 70% of applications used these two methods; with more than 50% of sensor faults detected using observer-based methods. For the detection of actuator faults which are of relevance to this research, both parameter-estimation and neural net (NN) methods were being used. Observer-based methods were found to be the most common in the applications considered. The detection of faults within processes was found to be mostly performed using parameter-estimation methods. Observer-based methods however were most commonly deployed for processes with nonlinear models. For processes with a linear or linearized model, both parameter-estimation and observer-based methods were frequently used. Concluding their extensive review, the authors observed that parameter-estimation and observer-based methods were also the most frequently used methods to detect faults but that fault isolation was most often carried out using classification approaches. The use of NN and fuzzy logic methods has been growing in this context and both are shown as the tools more suited for the isolation of faults.

The findings of papers such as this review tend to support the application of condition monitoring systems that are designed for specific applications on a bespoke basis. It is helpful to consider some such examples. In the following sections different approaches are therefore outlined, starting with research undertaken within the IPMM centre.

2.2 A brief Review of the IPMM Research

The IPMM group have previously researched a wide range of applications related to the condition monitoring of machine tools and process plants. This short review considers the most relevant recent research. Current technological advancement and
consumer demands have led to high levels of complexity in the machines and systems associated with manufacturing processes. The IPMM research group has evolved a distributed monitoring architecture of three layers as a practical approach for deployment within a range of applications. This architecture is represented in Figure 2.1.
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The system was developed in part to allow different monitoring functions located within a process or system the capability of being able to communicate with each other if required, thus supporting flexible and more effective fault diagnostics. To enhance the effectiveness of any approach to fault diagnosis some practical issues need to be considered. The cost associated with the system needs to be low. The speed at which information about the health of the process is provided must be acceptable within the context of each application especially in the case where machines are in remote locations and data thus needs to be sent online and analysed in real time [2.4].

In an attempt to reduce the cost of deploying and operating a monitoring system Prickett and Grosvenor [2.5] advocated the use of existing machine controller signals. Process and machine condition monitoring approaches usually depend on information
generated when sensors are deployed. The most appropriate sensors to undertake this function must be identified. However, the utilisation of existing (built-in) machine sensors is considered to be a potential alternative and seen as offering a cost-optimised option. This effectively eliminates the need to deploy additional sensors and avoids the associated logistical difficulties. The authors applied a Petri-net approach to describe a process as a set of machine states and events. Digital levels of the machine controller signals and embedded process sensors were monitored so that events can be detected and states updated accordingly. The idea was to monitor machine operation, extract performance information and identify the occurrence of events. On this basis actual process states and historical events could be used to indicate the cause of a fault.

To test this approach, the authors deployed a method which monitored tool condition during a milling cutting process. The axis feed drive signals of the milling machine were captured. The assumption then made is that once the process parameters are set the controller reacts to any disruptions and attempts to keep the process under control. Various cutting conditions were tested using this approach and the outcome indicated its effectiveness in determining whether a tooth is healthy or not.

Prickett [2.6] reported the potential of deploying Petri-net based monitoring to support machine tool maintenance and management. He argued that reference to the history of events can lead to the diagnosis of particular failures. In this approach fault isolation can then be based on the signals preventing the occurrence of an expected event. The approach also suggested that variations in the manufacturing cycle, which may result in production being stopped, can be detected at an early stage, thus leading to a significant reduction in machine downtime. This approach was tested in the diagnosis of a machine tool failure.

The early research showed the possibility that microcontroller devices could be embedded within manufacturing equipment. A microcontroller-based monitoring system was developed in which first layer devices or “nodes” were based upon 8-bit microcontrollers. These were designed to support data acquisition and processing tasks [4]. These microcontrollers are low cost devices that can be embedded within the process to undertake monitoring functions. Frankowiak et al [2.7] investigated the
capability of such devices to support the monitoring of several process applications. They developed the use of a Petri-net approach whose performance was reported to be very satisfactory. The resulting monitoring devices communicate with each other by means of a fast and robust Controller Area Network (CAN) bus. The second layer formed by a connectivity module again consisted of microcontrollers from Microchip Technology Incorporation. These communicate via a serial port protocol (RS232C). This layer was equipped with an Ethernet controller to enable the transmission of information to a remote PC located at the third layer. The coding of the Petri-net structure for a given applications was, in effect, as a look-up table within the microcontroller program. With the remainder of the developed program remaining essentially unchanged, the Petri-net approach allowed rapid re-deployment of the system for new and different applications. Analog signals were also utilised in this generation of the Petri-net system. Detailed information about CAN and Ethernet controllers as used in this current research is presented in Chapter 3.

Further developments were considered by IPMM researchers, with the capabilities of the microcontroller devices being utilised as they evolved. Ahsan et al [2.8] developed a compact monitoring system based upon acquiring and analysing control signals in various process rigs. They indicated that variations in control loop signals can be used to provide clear indications of faulty conditions arising in process variables and that such signals could be the basis of fault diagnosis. Control loop signals were therefore analysed and appropriate methods devised to detect and identify different faults occurring in the process. The system was tested to assess its efficacy in fault detection and isolation and its performance was reported to show promising results. The small size of the system and low cost of the monitoring module meant they would be embedded within the process and hence support an effective maintenance and management network in production environment.

Amer et al [2.9] undertook research investigating machine tool monitoring. Various techniques were developed in both the time and frequency domain, and implemented on microcontrollers. Tests were carried out to investigate the capability of a sweeping filter technique to detect tool breakage. The technique proved to be effective in tool breakage detection. The limitations in the capabilities of this approach were a reflection of the available processing power of the microcontrollers. In order to
improve fault detection methods and achieve reliable machine diagnosis, the need for more powerful devices was identified. Siddiqui et al [2.10] reported the limitations of 8-bit microcontrollers particularly in terms of speed, processing power and memory resources. Amer et al [2.11] stated that fast Fourier transform techniques may be effective but implementation on an 8-bit microcontroller was not possible. Although representing important developments in the application of microcontroller devices to process monitoring this body of work also indicated the limitations imposed. The introduction of more powerful devices such as the dsPIC digital signal controllers used in this current research offers much greater potential. The technical capabilities and potential attributes of monitoring modules based upon these devices are outlined in Chapter 3. The design and implementation of the approaches thus made possible form the basis of this research. In particular the capabilities of such approaches to the monitoring of pneumatically operated devices and systems are examined.

2.3 Monitoring of Pneumatic Systems

Pneumatic systems can be found today in many different environments. They are used extensively in the field of automation in particular to perform pick and place material handling operations. A large body of research has been undertaken into various aspects of the monitoring of pneumatic systems. The following sections consider this research as applied to the areas of interest developed later in this thesis. The overall aim of such monitoring devices is to support the diagnosis of faults in real time so as to identify problems in system operation before product quality is affected. In this context pneumatic systems often represent challenges in terms of the speed of operation needed. They also generally present requirements in terms of the need for low cost solutions. In both cases the applicability of the IPMM approaches offers good potential. There are however other possible methodologies which should be considered.
2.3.1 Leak Detection

Leaks can be a source of tremendous threat to humans and the environment. For example, it is essential to maintain air pressure in the cabin of passenger aircrafts for the safety and comfort of the crew and passengers. Juricic et al [2.12] described a fault detection and isolation (FDI) technique of the actuator system controlling a cabin's air supply. The actuator is driven by a brushless DC motor. The pressure controller determines the desired position based upon the required cabin pressure and communicates this information to a microcontroller attached to the motor. The model-based condition monitoring system applies a parameter estimation method which the authors claim to have deployed to produce high degree of accuracy and stability.

Financial losses associated with leaks can also be enormous. The most widely used methods to detect leakage are mainly operator-dependant and require strict supervision. They include visual inspection, chemical trace, gas sniffing and ultrasonic testing. These methods however can not quantify the degree of leakage. The commonly deployed techniques by which leaks can be quantified are measurement of pressure variations, flow and changes in concentration [2.13].

It is possible to understand the current achievements of research in this area by considering specific examples. One conventional method of leak detection is to deploy a trace gas. Calcatelli et al [2.14] reported a leak detection method based on the application of mass spectrometry to a trace gas. They considered mass spectrometer leak detectors (MSLD) to be the best for industrial applications due to their sensitivity and associated high testing speeds. This method depends upon the measurement of tracer gas flow coming out of a leak or entering through it. For quantitative evaluation, the object may be tested by the pressure-vacuum technique in which it is filled with tracer gas (usually helium) and located in a chamber connected to the MSLD. Alternatively it may be evacuated through the pumping system of the MSLD and placed in a chamber filled with tracer gas. In the event that an object is leaking, tracer gas flows from the object to the test chamber and the mass spectrometer of the leak detector gives a signal reading. If a preset threshold or the acceptable leak flow rate (determined by industrial standards) is exceeded the system
generates an alarm and the object is rejected and removed. They estimated the testing cycle to take from 15 to 40 seconds. The time needed and costs of this approach limit its application in higher speed industrial applications.

Montague and Watton [2.15] developed an automated, computer-controlled test procedure by which leakage in a solenoid-operated pneumatic valve can be determined. The valve is used to control air pressure in patient pressure relieving mattresses found in hospitals and nursing homes all over the world. According to industrial standard, “the valve should seal a 200 litre volume of air so that an initial gauge pressure of 100 mmHg (preferred pressure unit in medical field) should not drop below 80% of this value within 12 hours”. LabVIEW software was used to control the rig designed for this project and capture data from various sensors. PCI-1200 data acquisition card was also used. The valve dynamic leakage characteristic was the basis of the approach. Using the pneumatic flow theory in pressurised system, a model describing the pressure decay was obtained and can be used to estimate the volume of air that escapes through leakage.

Traditionally, the quality of seals in food packaging is determined using visual inspection. The increased use of plastic bottles created a need for more sophisticated and sensitive leak detection techniques. The integrity of these food containers must remain intact and no leak should occur prior to consumption. Consumer health safety cannot be compromised for financial gains. Sivaramakrishna et al [2.16] investigated the ability of an online pressure differential leak detector to assess the quality of seals in polyethylene terephthalate (PET) bottles. It is intended that this method achieves the 100% inspection of all packages produced during production run. In the approach outlined two load cells measure the resistance of the package to an applied force. The measurements are transmitted to a PC to calculate the difference between the two values. The method relies upon the fact that very little difference occurs when non-leaking bottles were tested. The conclusion was that this method will accurately detect leaks, however at least 2.8 seconds are required for their sealing.

Boehm [2.17] introduced state of the art flow sensors which allow self-monitoring in pneumatic systems. These flow sensors operate based on the anemometry measuring principle and can be placed in the appropriate locations within air distribution system.
to monitor air consumption. They can measure from 50 ml/min to 5000 lpm with ± 0.3% (full scale) accuracy and are suited for most industrial environments. The anemometer is placed in a bypass channel within the housing where a pressure differential is generated due to the shape of the main channel, thus forcing a well-defined proportion of flow through the bypass. This provides a means by which leaks occurring in the process may be detected. These sensors have, built-in, the necessary electronics to measure and record cumulative air consumption and provide data in real-time. They can also communicate with the process controller. When a threshold is exceeded, a flow sensor can generate an alarm to indicate a faulty situation. Additional methods of flow measurement (with their advantages and limitations highlighted) can be found in [2.18].

On a larger scale it is essential to monitor the integrity of commercial gas pipelines for defects that can cause potential problems in the future. The area of detecting leaks in gas pipes has attracted considerable attention. Although not relevant in terms of the magnitude of the pipes and leaks being considered, some of the approaches are worthy of consideration here. Varma et al [2.19] implemented a detection method based on acoustic sensors. These types of sensors can be deployed to detect ultrasound emitted from defects (holes or cracks) in pressurised gas systems. They suggested that a sensor can be tuned to the sound frequency generated by the gas escaping from flaws to give a positive indication of leaks. Such solutions are however of limited applicability with high speed industrial applications, which may often take place in very noisy and dirty environments.

To avoid the interruption of gas supply and the associated high cost Licciardi [2.20] described a prototype "pig" developed by BG Technology to detect and locate leakage. The "pig" is 1.2 m long with a diameter of 20 cm and consists of a valve module housing solenoid valves, differential pressure and absolute pressure transducers. The device contains a microcontroller to control the valves, read sensors and transmit data to a PC. Tests were conducted in which once the pressures of an outer and inner test volume of the "pig" are equal, the valve regulating supply to test volume is shut. The differential pressure transducer signal is monitored over a period of one second and if it is observed to decay a possible leak is located. Various seals with calibrated leaks were tested and models were produced; the gradients describing
the rate at which pressures decay indicate their relationship to the size of leaks. The method thus identifies the potential of deploying a microcontroller based pressure transducer signal as a diagnostic tool.

Taghvaei et al [2.21] described a leak detection technique for pipelines using Cepstrum analysis. Cepstrum has the ability to detect periodic structures in the logarithm of the signal spectrum. The method uses pressure waves caused by the rapid opening and closing of a solenoid valve. A pressure transducer was used to obtain time domain signals of the pressure transients in the pipeline. Low and high frequency signals were analysed using the Cepstrum method which identified the time delay between initial wave and its reflection. Some features of the pipeline network were also revealed. To investigate the effect of leakage, calibrated holes were induced into the pipeline network. These led to the occurrence of new peaks, thus identifying the presence of leaks. Increasing the leak size led to the realisation that these peaks increased as the cubic root of the hole diameter.

Souza et al [2.22] presented a technique for leak detection in pipelines based on the spectral analysis of pressure signals. Experimental tests were carried out on a 1250 m long pipeline under various operational conditions (flow rate, leaks). Four transducers were deployed to obtain the pressure transients during start/stop conditions of the pumps. A PC was used for the acquisition and analysis of the signals. They proposed that by observing the pressure signal profiles, in the frequency domain, in pipeline sections between two reflection joints located close to each other, leaks may be identified. The reflection points are provided by valves and curves in the pipeline system where stationary signals are formed. In this context a stationary signal is a signal which preserves its statistical parameters over time. i.e. its amplitude distribution and standard deviation remain constant if measured at different times. Pressure was sampled at 550 Hz and the fundamental frequency was determined to be 14 Hz. To simulate the effect of leakage, side outlets fitted with solenoid valves were installed into the system at different locations. Depending on the size of leak and location, different frequency oscillations were generated and observed in the frequency spectrum of the pressure signal. Once these oscillations were detected an alarm was generated indicating the presence of leaks. Overall these pressure based
systems seem to be of more potential in industrial environments when compared to trace gas options.

The final approach to detecting leaks is based upon sound. This method is generally used in association with a human to sense the leak. Other alternatives have been explored, including research by Zhang et al [2.23] who investigated the capability of neural networks as a tool for leak detection in a pneumatic pipe system. A high accuracy sound meter used to measure the environmental noise. An analogue to digital (ADC) converter was used to sample the signal at 8 kHz and a computer was used for processing and data analysis. The pneumatic system apparatus consists of an air pump, air reservoir electromagnetic valves and pipework and is used to provide power to a robot gripper. In this experiment the authors considered first a normal pipe (non-leaking) and acquired data to design the neural network filter. Then three pipes with calibrated leaks were installed to test the monitoring system while supply pressure changes from 1 to 5 bar. It was reported that the noise generated by the leaks at different pressures was accurately detected by the neural network filter thus isolating leaking and non-leaking conditions of the pneumatic system. The main challenge faced with such an approach lies in its deployment within a noisy environment such as often arises in industry.

During this review, a number of examples were found where neural networks were being used as a tool for fault detection and diagnosis. This may indicate that their use is rapidly growing. In pneumatic applications in particular Nakutis and Kaskonas [2.24] investigated the utilization of artificial neural networks to detect leakage. Different sizes and locations of leakage were introduced into the system. Load mass variation between 0 and 5 kg and supply pressure in the range 4-4.5 bar were also applied. Flow and pressure sensors were deployed to capture signals using a PC. Extracted features used as inputs to the neural net include air flow magnitudes for extend and retract pneumatic cylinder operation and air consumptions over a fixed period of time. Supply pressure was also used as input to the neural network. Several neural network-based models were obtained, tested and found to be capable of making the correct diagnosis.
2.3.2 Linear Actuators

Pneumatic linear actuators or cylinders are widely used in the automotive, manufacturing and food packaging industries. Due to the problems associated with accurate position/stroke control these devices tend to be limited to fixed end position tasks such as pick and place operations. Some research has attempted to identify control strategies that may offer enhanced operation. This work can be used to indicate potential parameters that may be of interest when approaching the monitoring of such systems. These parameters include the number and type of sensors deployed, the nature of the computational resources and the operating variables considered. Of particular interest here is research where microcontrollers have been deployed as part of an integrated process management system.

Bone and Ning [2.25] designed two control algorithms for the position tracking problem in pneumatic cylinders. Both algorithms are based on sliding-mode control regimes of linearized and nonlinear plant models. Different payloads, stroke lengths and orientation (vertical or horizontal movement) were adopted in their experiments. The pneumatic system consisted of a double acting cylinder, a linear encoder to provide the piston position, two pressure sensors measuring the chamber pressures and a proportional pressure valve. A PC was used to provide control, data acquisition and analysis of the system. The sampling frequency used was 500 Hz and supply pressure to the system was 6.5 bar. They found that position tracking performance for the sliding-mode control based on the nonlinear model was better than those previously reported. Csiszar and Andras [2.26] applied an alternative algorithm of sliding mode controller implemented on a DSP platform. Two pressure sensors were used to provide the pressure in each chamber. A linear encoder provides the position, while velocity and acceleration were obtained numerically. A PC allowed the code to be downloaded into the DSP board. Achieving a minimum positioning error of the servo pneumatic actuator used in the experiment was claimed.

Wang et al [2.27] proposed a position control strategy for servo pneumatic actuator systems. Servo pneumatic actuators differ from conventional pneumatic cylinders by the fact that they operate by flow regulators in combination with (ON/OFF) solenoid valves. Their experimental system included a PC for data acquisition and analysis, a
PID controller, a proportional flow control valve, a position transducer and a cylinder. The authors reported that this control strategy was applied to a pusher mechanism in the packaging of confectionery products and achieved the accuracy required by the production task. In their control strategy, two algorithms were involved: the first was a time-delay minimisation algorithm which took into account the effect valve displacement had on the time required to build up a pressure difference across the piston to overcome stiction. The second was a target position compensation algorithm which meant that the difference between the desired and measured positions (i.e. error) is used as a correction. The concept of stiction is an important one, and is of direct relevance to the monitoring research reported later in this thesis (section 5.3.1).

Guoliang and Xuanyin [2.28] considered the friction of cylinder based on the analysis of an inner pressure control system, an outer motion control system and static and kinetic friction of the cylinder. The deployed system employs position and pressure sensors, a proportional control valve and a controller. The pressure and position of the cylinder were the feedback signals to the computer. The proportional valve output was connected to the controller to give closed-loop control.

Richardson et al [2.29] introduced a self-tuning controller incorporating an external force balancing term for a low friction pneumatic actuator under the influence of gravity. The system employs force, position and pressure sensors in addition to two pressure control valves. The operation of this cylinder was compared to a conventional cylinder and improved performance was claimed.

Dunbar et al [2.30] developed an algorithm to detect and isolate friction changes in a high precision positioning mechanism with applications to a pneumatic actuator. This algorithm was based on dynamic modelling and parameter estimation techniques so that terms which represent a specific fault can be identified. To monitor the effect of friction on the performance of the system, the load was configured to allow sudden changes in the friction conditions. An acceleration sensor was added to the load to capture these changes. In addition the voltage to the control valve was monitored. Experiments were performed to acquire data using a PC. The dynamic behaviour of the actuator from the valve voltage to the mass acceleration was modelled
experimentally and model parameters were then estimated. The authors stated that the approach was tested and verified.

Some attempts have been reported based upon taking advantage of advances in low cost computing resources. To exploit the recent advancements in fieldbus systems, microprocessors and computing technologies, Pu et al [2.31] advocated the concept of “smart” components-based servo pneumatic actuation systems. They identified design templates for smart sensors, smart valves and smart actuators. They addressed some of the issues required for the development of components-based pneumatic drive systems such as simulation tools, algorithms and controller development, sizing, tuning, installation and commissioning. In so doing, they suggested that intelligence can be embedded in such devices so that they can provide information rather than raw data. They showed that these smart devices may be integrated as a single unit to form a smart pneumatic servo system; with the capability to communicate with the external world when required. A case study based on the packaging of confectionery products in Mars Confectionery (UK) Plc. was carried out using a pneumatically-driven gantry pick and place handling system to demonstrate its capability in point-to-point positioning at high speed.

With the intention of preventing the failure of devices that can cause shutdowns, loss of production time and profits, and harm to the environment and personnel, Li and Kao [2.32] introduced an analytical fault detection and diagnosis (FDD) strategy for pneumatic systems. The approach was signal-based and employed wavelet decomposition using several sensor signals such as pressure and flow to determine leak configuration. Leakage was simulated using manual valves at the extending and retracting sides of a cylinder. A pattern recognition technique was developed to diagnose unknown leakages based on the established FDD information using mapping. The cylinder was controlled by two solenoid valves. Two proximity sensors were deployed to detect end and home positions. Pressure and flow sensors were also used at different locations. Data acquisition and control was accomplished using a graphic user interface implemented on a PC. Signal analysis was performed using Matlab. They claimed that experiments were carried out to test and verify the effectiveness of the proposed approach and leaks were successfully located.
A fault detection and diagnostic system was introduced by Lehrasab et al [2.33] for applications such as the simple mechanical systems operating pneumatic train doors commonly found in rapid transit systems. These doors are often controlled by solenoid valves and can be a significant source of delay in railway services. The health of the system can be determined using feature extraction methodologies. This includes throw and activation time characteristics, spectral features of the door displacement profile as well as abstract features such as velocity profiles and pressure drop during the throw. Once a fault is detected neural network models are utilized for diagnosis. The authors suggested the implementation of this approach in a distributed architecture and proposed that diagnostic results be integrated into the maintenance information system in order for a proactive maintenance regime to be produced.

The use of intelligent approaches to actuator monitoring was reported by Xuanyin et al [2.34] who designed an instrument for fault diagnosis of pneumatic systems in automatic production lines using neural networks. They designed a PC-based program to acquire pressure data and modelled it under various simulated faults. The main idea of the approach is to determine if the pneumatic system has a fault and then diagnose which component is faulty.

In addition, Karpenko et al [2.35] investigated a neural network based fault detection and identification system for actuator faults in a process control valve. A software package supplied with the valve was used to communicate with onboard sensors and obtain the position response of the valve under various operating conditions. Fault signatures of incorrect supply pressure, actuator vent blockage and diaphragm leakage were considered. Experimental data were collected and neural networks trained, and tested. The authors claimed to be successful in the detection and identification of various magnitudes of the faults of interest.

Puig et al [2.36] reported two methods for fault detection with application to the DAMADICS actuator benchmark problem. Both methods are model-based and they explicitly take the modelling uncertainties into account. The first one represents the dynamic behaviour with an interval model which bounds the normal behaviour at every sample time within a confidence interval. The residuals between actual and estimated behaviour of the process differ only if a fault had occurred. The second
deals with the process as a quantised (continuous input and output signals are transformed into discrete sets or sequences) system which monitors the qualitative behaviour of the process. Two faults (clogging and diaphragm perforation) in a servo pneumatic valve were simulated to compare the performance of both techniques and a good outcome was reported. The importance of this work lies in the use of a model against which performance is compared. This is an area that will be explored later in this thesis.

The research outlined above is presented to identify the current level of actuator monitoring. It highlights the potential for developing low cost monitoring approaches that can be applied to industrial pick and place operations. Most of the reported systems are not suited to such applications, either due to cost considerations or due to the time needed for diagnosis.

2.4.3 Grippers
Considerable research has been undertaken into the design and control of grippers without which robots may become useless. Advances made in electronic devices and sensing elements have supported the deployment of robotic systems in almost every industry. Fault detection in the gripper operations is therefore of utmost importance. In addition to identifying hardware problems monitoring gripper performance can lead to the detection and identification of faults arising during assembly and pick and place tasks. It can ensure and verify the success of the gripper in performing the required operations. Health, safety, quality of the product, cost optimisation and reduction in shutdowns are issues being considered when deploying grippers in automated processes and are emphasised throughout the reviewed publications. The following research papers are considered to place the monitoring of the operation of a gripper into the context of this thesis. Specifically the aim of this research is to provide such monitoring using low cost microcontrollers without the need for the addition of any sensors.

Specialized grippers handle objects of similar physical properties such as shape, size, and weight. In applications where a robot is required to assemble parts of varying properties, grippers have to be changed to match the part being assembled [2.37].
this context, Friedrich et al [2.38] developed an approach to variable product handling that adopts a modular sensor-oriented methodology. Automated handling of products in the food industry motivated this approach. The mechanical, sensing and control aspects of their gripping design were described. The system constitutes a two-finger parallel gripper, a drive and several sensors. Strain gauges, optical sensors and limit switches were employed to provide the gripping force control, finger position control and event control respectively. Strain gauges were also used for slip detection. The gripping procedure is performed using a 68HC11 microcontroller. The authors reported the use of the designed gripping system with an ABB 2000 industrial robot and trials were successful. The capability and limitations of the system were acknowledged. It was able to distinguish objects’ firmness clearly. A successful identification of objects’ weight was limited to 20 gram levels while dimension was limited to 10 mm levels.

Terada et al [2.39] designed and developed a semi automatic pick and place work robot to handle silicon modules for assembly on a ATLAS SCT barrel tracker. Multiple cameras and sensors were deployed to support the operation. The module positioning accuracy was considered. The control system consists of a graphic touch panel, a PLC and a PC for motion control. The system was tested, its success was verified, but the need for further improvement was reported.

Ottaviano et al [2.40] designed a pneumatically actuated two-finger parallel gripper to handle items of variable physical properties. The main goal in the design was to control the force exerted by the gripper on the object (i.e. grasping force) which is often difficult to achieve due to the compressibility of air. The gripper system consists of a two-finger gripper controlled by a proportional pressure valve and two computers. One computer is equipped with an acquisition card while the other facilitates off-line programming. A force sensor was used to provide a closed-loop force control for the gripper. A PLC was also deployed to implement the control scheme of the gripping operation. An adjustable choke valve was used to regulate piston speed to avoid damage to the objects during the closing action of the gripper mechanism. They reported that a prototype model was manufactured and tested to show the feasibility of the grasping system.
Luo [2.41] described the design of a pair of microcomputer-based intelligent gripper fingers with the capability to sense information from multi-axis force/torque signals obtained using piezo-resistive strain gauges. These fingers were designed to operate with a servo-controlled gripper for small part assembly tasks. The output from the force/torque sensor is converted into a frequency form. He argued that this technique performs better in terms of signal conditioning and processing. The sensing and control program was based on Intel 8085 microprocessor, which reads the sensor outputs and sends them to a PC for analysis.

Hirzinger [2.42] highlighted issues faced in the past which prevent the realisation of multisensory integration and feedback in robot grippers. The sensing elements investigated include force/torque sensors, proximity and tactile sensors. The disadvantages of such sensors include the sensors being too expensive, too big and difficult to integrate into the robot controller. The sensor pre-processing element and cables that come with it were found to be not reliable. The current sensors however overcome these shortcomings, are viable and can be based on microcontrollers.

Alpek et al [2.43] proposed a multi-sensor system based on force/torque/pressure for the monitoring of grippers. They argued that the applications of these various sensors in robotized production can solve many monitoring tasks. For example, grasping force can be controlled using a pressure or a force sensor while trajectory can be tracked using a force/torque sensor. For the system to be realised, different techniques were tried so that sensors may be built into or mounted on the gripper. A pneumatically-driven two-finger parallel gripper system based on force/torque/pressure sensors was developed. They stated that the capability of the system is still to be tested.

Tlale et al [2.44] reported the design, control and implementation of a generic gripper for the assembly of electronic components on printed circuit boards (PCBs). The design of the gripper allowed for the variability in components' size, shape and weight and hence increased the efficiency and flexibility of automated assembly stations. Components were divided in five groups based on which the gripper was designed. Three sensor circuits were integrated into the design by which control logic circuits and decision algorithms receive information. A contact sensor (limit switch) provided the gripping information; three limit switches per finger monitored the
orientation of the part. A switch was located at the foot of the gripper to manipulate horizontally the cylindrical resistors. A standard digital input/output card interfaced the digital signals to a PC for signal processing. The authors stated that system was tested and proved to work for small batches of electronic part manipulation.

Choi and Koc [2.45] developed a flexible gripper based on pneumatically inflated rubber pockets. The gripper had two parallel fingers with inflatable rubber pockets and may meant to handle objects of different shape, size, weight and type; with 0-6 bar operating pressures. Detailed specifications of the gripper were provided. Various strategies concerning flexible gripping were discussed. The design process to realise the flexible gripper was also explained. It was reported that a prototype was made and experimental tests were performed. The capability and limitations of the flexible gripper were disclosed. They reported that parts of different shapes, weights and sizes were handled successfully but rubber material type, and thickness and elasticity of the jaws can affect the accuracy of the gripper.

The gripper related research reviewed above considered aspects of gripper design and control. The following papers are reviewed with regard to the monitoring of the gripping act itself. The dynamic stability of the workpiece and a gripper during gripping is related to the nature of the contact made, the configuration and control of the gripper fingers and compliance.

Li et al [2.46] applied Liapunov stability theory to assess the dynamic grasping stability. As a case study, the dynamic response of a three-finger industrial gripper equipped with three force sensors and a position sensor was investigated. The system contained a digital signal controller (dSPACE) equipped with an ADC for signal acquisition. They concluded that the grasp must be controlled so that dynamic stability can be achieved and maintained.

Ceccarelli et al [2.47] investigated the operation of a robotic gripper for harvesting of horticulture products. The difficulties of the environment and the gripping mechanism were considered. A number of mechanical designs to achieve an optimum grasping mechanism were discussed and analysed. A pneumatic actuation with grasping force control was chosen for the gripper. A bi-directional choke valve was used to regulate
piston speed. The gripper had two fingers with force sensors. A PC was also deployed for data acquisition and processing. A PLC executes the control scheme for the gripping operation. Two control strategies (open-loop and closed loop) were discussed and tested.

Costo et al [2.48] designed a pre-hensor with three articulated fingers driven by motors; vacuum cups are attached to the fingers for picking and handling of limp sheets. The pneumatic circuits of the conceived design consist of four valves to operate the suction cups and to control the pressure. It was reported that the pre-hensor has been tested and its effectiveness verified. Kolluru et al [2.49] presented another design of flat surfaced robotic gripper for limp material manipulation. It used electrostatic attraction functionality and proximity sensors. Partial pressure differential was used as the mechanism for pick up. The static and dynamic stability of the grasp were discussed. A prototype model was integrated with industrial robot arms and the stability of the grasp evaluated.

Kavoussanos and Pouliezos [2.50] introduced a prototype robotic system for depalletizing and emptying material sacks. A PC with the appropriate plug-in cards was used to carry out the tasks of control, vision, gripping and monitoring. A pneumatic gripper performs the task of lifting of the sacks. A CCD camera is used to provide the information of the position, the orientation of the pallet and the arrangement of the sacks while limit switches are used to confirm the grasping of the sacks. The PC monitors the error signals of all position control loops for fault detection. The prototype is said to be designed to cope with the harsh industrial environment.

Holweg et al [2.51] presented two algorithms for slip detection using rubber-based tactile sensors. The first employed the elasticity of the rubber while the other considered the fluctuation of the forces measured by the tactile sensor. Description of the algorithms and experimental set up were provided. The sensor used was a tactile matrix sensor designed and constructed at the Electronic Instrumentation Laboratory of the Delft University of Technology, Netherlands. The authors stated that experiments were carried out and the results confirmed the capability of the first
method to detect the slip at the initial stage while the second method detected slippage during movement of the object.

The approaches to monitoring gripping actions outlined above are based upon the analysis of sensor information relating to force or pressure. A separate category of gripping monitoring research is the use of vision based monitoring. Vision based systems are not directly applicable to the current research and thus only a limited part of this review is dedicated to this field. Examples of such an approach include work by Ahmad [2.52] who described a laboratory experiment aiming to teach some concepts on sensor-based robot assembly systems. The experiment involved the assembly of a diesel engine oil pump using an IBM RS-1 robot. The gripper system was equipped with a force sensor and an optical position sensor for the detection of parts. A GE Optomation binary vision system was used to monitor the workspace via CCD cameras mounted on the robot arm. Information received from the sensing elements was processed to recognise components and verify the assembly operations in real time. Practical sensor-based motion strategies were discussed. In other applications CCD information can be integrated with other sensors to provide a more advanced solution.

Continuous changes occur in the environment within which a robot performs assembly operations. A monitoring system should have the ability to cope with such changes and allow for the task to be successful. Errors may be detected and their propagation eliminated. Abu-Hamdan and El-Gizawy [2.53] developed a computer-aided strategy for flexible assembly operations using knowledge-based expert systems for fault detection and diagnosis. One expert system provided a fault detection function that carried out the preconditions’ verification and execution monitoring of a task as a fault could occur before and during execution. The second expert system provided fault diagnosis based on an AND/OR tree. This allows recovery from an error as the prime objective so that assembly line productivity can be resumed. The authors listed the possible fault causes inferred by the diagnosis expert system based on the special assembly work cell for which it was designed and these are shown in Table 2.1. Expert systems can be built to fit the needs of the assembly operations in a production line. The developed system was implemented on a prototype robotic
assembly work cell and verified. They reported that it was capable of diagnosing a variety of faults which are commonly encountered in assembly activities.

<table>
<thead>
<tr>
<th>Misalignment during insertion</th>
</tr>
</thead>
<tbody>
<tr>
<td>Misalignment during picking</td>
</tr>
<tr>
<td>Misalignment after a pick operation</td>
</tr>
<tr>
<td>Misalignment after insertion</td>
</tr>
<tr>
<td>Safety zone is not clear</td>
</tr>
<tr>
<td>Incorrect part dimensions</td>
</tr>
<tr>
<td>Missing insertion hole, or insertion hole has incorrect dimensions</td>
</tr>
<tr>
<td>Missing or incorrect part in the picking pallet</td>
</tr>
<tr>
<td>Attempting to pick up a part while gripper fingers are closed</td>
</tr>
<tr>
<td>Obstacle in the robot’s pathway</td>
</tr>
<tr>
<td>Part is slipping from the gripper</td>
</tr>
<tr>
<td>Part was not picked up</td>
</tr>
<tr>
<td>Part was dropped</td>
</tr>
<tr>
<td>Part is positioned incorrectly in the picking pallet</td>
</tr>
<tr>
<td>Old tool is not in the tool changer</td>
</tr>
<tr>
<td>Old tool is not released from the tool changer</td>
</tr>
<tr>
<td>Tool changer is not aligned properly with the old tool position</td>
</tr>
<tr>
<td>Another tool is in the old tool position</td>
</tr>
<tr>
<td>Tool changer is not aligned properly with the new tool position</td>
</tr>
<tr>
<td>Missing requested tool or another tool is in the new tool position</td>
</tr>
</tbody>
</table>

Table 2.1: Fault causes in an assembly work cell.

Konukseven and Kaftanoglu [2.54] proposed a multi-sensor based system for automated pick and place operations. The system is claimed to be capable of identifying parts placed on a moving conveyer. The robot tracks the parts along a straight line path over the conveyer using CCD cameras, while the gripper (equipped with 6 infrared proximity sensors) performs the grasping operation under closed-loop fuzzy-logic control based on the knowledge of the process. The system used two computers for data acquisition and processing as well as the robot controller and optical encoder to measure the speed of the conveyer belt.

A common application of automated handling systems is to relieve humans from hazardous material handling and heavy lifting. When dealing with nuclear materials in particular, reducing human exposure to radiation and minimizing mishandling errors is a crucial consideration. To this end, Drotning et al [2.55] developed a sensor-based automated handling system at Mason & Hanger Pantex Plant (a US department of
energy facility). It used machine vision and force/torque sensor to facilitate system control with the aim to enhance the level of operational safety and achieve easy remote operation. Custom grippers were designed to meet the needs of individual payloads. A number of PCs were deployed to perform data acquisition, processing, supervision and control of the operations remotely. System hardware and software architectures were described.

Xu et al [2.56] introduced a networked smart sensor system for the remote monitoring of a gripper. The system is based on the IEEE 1451 standards used to overcome the cabling problem faced to accomplish the monitoring function remotely. The network architecture is split into two modules; a network capable application processor (NCAP) which runs the network protocol stack and application software, and a smart transducer interface module (STIM) containing a transducer electronic data sheet and sensors. The hardware of the system constitutes a data acquisition card, a NetBox and sensors for the gripper. The NetBox (an embedded microprocessor system) contains a 32-bit Intel 386 board as the NCAP, Ethernet, RS232C, LCD, TCP/IP protocol stack and software including DOS and RTOS. An embedded web server enables the client to communicate with the system through the internet. The gripper system is four-finger gripper with force sensors, proximity sensors, and temperature and displacement sensors.

Grippers in Manufacturing Operations

Quality control in manufacturing is crucial. Some tasks cannot be performed by manual operations. The need to meet the changing demands due to process complexity and consumer requests is the driving force towards automated manufacturing processes. Current advancements in technology and internet communication made possible the integration of robotic devices into many aspects of manufacturing. Robot grippers play a very important role in systems designed to achieve high quality and reproducibility in assembled components. They allow cost and resources to be optimised. Some examples reflecting the considerations given to the deployment of robot grippers in manufacturing are outlined in this section.
Feldmann [2.57] discussed aspects related to the implementation of complete-assembly systems in the automotive industry. The need to eliminate manual labour in the assembly of large components was emphasised. The requirements to realise complete automated assembly systems were also considered. Reductions in production costs combined with quality improvement while keeping process sequences short and robust were the objectives of his research which was designed to attain high degrees of automation. Flexible assembly control software was developed and tested and the need for further development to increase the system availability was expressed.

Rosati et al [2.58] proposed a robotic measurement system for the inspection of small metallic subassemblies for the eyeglasses industry. The system was intended to eliminate manufacturing errors by inspecting components prior to assembly and hence increase the efficiency of the manufacturing process and the quality of the consumer product. The proposed system was based on two CCD cameras and an anthropomorphic robot. One camera provided recognition of a component in a large workspace while the robot picked up and placed the component in a small vision field for the other camera to perform the measurement process. To cope with the variability in the shape and dimensions of the eyeglasses subassemblies, the authors developed a specific shape recognition procedure. A PC acquired and processed the image data and commanded the robot as to what action to take. Communication with the robot was achieved via Ethernet to support on-line measurement and process control. This supports the deployment of robot grippers to carry out delicate and demanding tasks not possible for humans to accomplish to a high degree of accuracy.

To support current trends in manufacturing, Kwon and Chiou [2.59] presented a condition-based maintenance strategy for a robotic system with internet capability. The need to maintain production facilities and systems was addressed. The approach was developed to support an economical maintenance strategy. Issues regarding the implementation of such a strategy were discussed. Optical sensors were used to detect the movement of products on a conveyer and provide guidance for the robot to perform the required operations. It was based upon Yamaha robot which was designed for pick and place operations at high speed and precision. The robot controller was equipped with Ethernet to allow communication with other devices. Three harmonic
drives act as a speed reduction gear for x, y and r axes while the z axis has a ball screw type reduction gear. The monitoring system uses a highly advanced "smart" vision sensor (camera), which is web-enabled and self contained and can be accessed over the internet through its IP address. Image processing, inspection, robot guidance and quality checks can be carried out remotely. System parameters are continually updated. A mathematical model of the robot system availability was derived and real time monitoring achieved. It was reported that performance of the system indicated its potential to predict failures and hence improve production efficiency.

The above represents the current state of the art in gripper monitoring and forms the benchmark against which the research reported later in this thesis can be compared.

2.4 Transient-based Monitoring

This section emphasizes the application of transient analysis in various fields as a tool by which faults occurring in the process can be detected and identified. Transient analysis has been shown to be a powerful technique to analyse signals and to study the dynamic behaviour of systems in a variety of relevant application areas. The intention of this research is to deploy a monitoring system based upon a microcontroller. Such devices are becoming increasingly powerful but still have limitations, particularly in terms of available memory. As such the appropriate form of fault diagnosis is real time. In this context the use of transient analysis was adopted as the way forward.

For example, Kaskonas and Nakutis [2.60] considered leak diagnostics in pneumatic cylinders. Flow and pressure transient patterns were monitored while the system undergoes different combinations of calibrated leaks, supply pressure and load mass. Pressure transducers measure the extend line, retract line and supply pressures. A differential pressure transducer was also deployed to obtain flow patterns. Data were acquired by a data acquisition card and a PC. Leakage in the cylinder extend and retract lines in addition to the piston seal were investigated. Diagnostic models representing the relationship between measured process parameters (e.g. supply pressure) and quantities describing the fault (leakage) were obtained and analyzed. Air flow amplitude and consumption were selected as diagnostic features for leaks.
They reported that leaks appearing at various places in the pneumatic system were found to affect these flow features specifically.

Beushausen et al [2.61] addressed transient leak detection in crude oil pipelines. The transient pressure wave generated by leaks when pumps are switched on or off was analysed using a statistical system developed by ATMOS International Limited, UK. Flow, pressure, temperature and density measurements were transmitted to a PC for analysis. Leak detection was based on the probability calculations using mass conservation at regular sampling intervals combined with pattern recognition. The system was said to be capable of detecting leaks to a high degree of accuracy.

Cho et al [2.62] proposed a method for fault detection and isolation in heat, ventilation and air conditioning (HVAC) systems. Transient analysis of residual patterns is the basis of the approach; the residual being the difference between measured variables with a fault and their values in healthy state. The need to improve HVAC systems reliability and safety was emphasised. Faults occurring in the supply fan, flow rate sensor and damper in the variable air volume unit under three different sets of damper controller gains were considered. Output signals from outdoor air damper, indoor temperature sensor, flow rate sensor, supply air temperature sensor and fan were transferred to a PC. Residual patterns for faulty situations were generated and compared to normal conditions. By monitoring the reaction of the system performance to known problems, this residual patterns based approach was shown to be able to identify faults in this HVAC system.

Tan et al [2.63] introduced a condition monitoring and fault diagnosis scheme as applied to hydraulic actuators which are widely used in the food processing and pharmaceutical industries. The actuators under test were based upon both a cylinder and an axial piston motor. Two common faults were simulated; worn rod seals in the cylinder and worn piston shoes in the motor. The actuators were operated to capture the vibration signals arising in their faulty conditions. They were loaded in steps in order to observe any trend reflecting the impact of the faults on their performance. LabVIEW software was used for data acquisition and analysis. The processing method considered both vibration signal and flow rate. It involved the amplification of signals, the filtering of noise, the sampling of data, the performing of a fast Fourier
transform (FFT) and finally the spectrum display. They concluded that a change in vibration signal and flow rate exists when more load is added to the actuators. In the deployed solution should a fault (or a change) be diagnosed, the associated LabVIEW software triggers an alarm.

Adewumi et al [2.64] reported an approach to blockage detection in natural gas pipelines. A pressure transient was initiated by altering the mass flux at the inlet. This transient propagates through the pipe and would be partially reflected once it passes a blocked portion of the pipe. A model was proposed to describe the propagation of a pressure pulse through the pipe with multiple blockages. The continuity and momentum equations constitute the model representing the flow through the pipe. Blockages were introduced by varying the cross-sectional area of the pipe. The inlet pressure responses during the transient for the cases with no blockage and those with blockages were analysed to determine the effect of the blockages.

Kim and Daniel [2.65] developed a transient gas flow method for the inspection of fibre pre-forms in resin transfer molding. The mold containing pre-form is pressurised to a certain pressure, and then the gas is suddenly vented to atmosphere. Pressure transducers, placed at different locations, were used to allow pressure variation during the gas release be recorded. A PC with a data acquisition card was deployed. Governing equations of gas flow were derived to validate the experimental work. It was suggested that deviations in the pressures can be detected by comparing the reference and test cases and thus determine the quality of fibre pre-forms.

Paterson and Wilson [2.66] reported on the use of damage monitoring systems for component life optimisation in power plant. In particular, high temperature boiler headers and turbines were considered to be subject to damage by creep and fatigue. The use of monitoring systems to quantify creep damage was highlighted. They stated that the use of such systems demonstrated that faster start-ups and consistent operations can be achieved which provide both life extension and enhanced performance. An example was presented to show the substantial benefits that can be attained from optimised operations due to the deployment of component life monitoring systems.
Brunone et al [2.67] outlined the problems of leaks occurring in water distribution networks. Various traditional methods for leak detection were described. A method was proposed based on the properties of transmission and reflection of pressure waves during transients. They stated that the amplitude of the reflected wave increases with the size of leak. Leaks can also be located. Numerical and experimental evidence of the effects of leaks on the pressure transient were presented. Pressure transducers and a PC were employed for data acquisition and analysis.

Verde et al [2.68] proposed an approach to identify leaks in pressurized pipelines using both transient and static behaviour of fluid. Flow and pressure measurements were considered under various operating conditions. An algorithm combining both transient and steady state measurements was presented. A nonlinear dynamic model of the fluid was used to calculate the parameters associated with leaks from the transient response of the pressure and flow rate at the end of the line. Leaks were introduced into the pipe system using valves. Two flow sensors and two pressure sensors were located at the pipe inlet and outlet. A data acquisition system from National Instruments was used to acquire pressure and flow signals.

The increasing demand for higher operational efficiency, reliability and safety of technical systems requires effective monitoring techniques to be developed not only to detect faults but also to support the capability to predict them. Angeli and Chatzinikolaou [2.69] proposed a knowledge-based diagnostic system that is able to predict faults in hydraulic systems. They suggested that the prediction function incorporated in the diagnostic system offers the benefit of preventing future process failure. Therefore, monitoring the changes in the dynamic behaviour of the system allows the prediction of faults. A data acquisition and control system was developed using a PC. Pressure signals at multiple points in the hydraulic system as well as the angular velocity of the motor and various digital input signals were acquired. The hydraulic system was then modelled using the physical relationships of its components and this was validated with the simulation program.

The authors considered an expert system which compares measured and calculated quantities and translates deviation values into symbolic information based on threshold levels determined from experimental knowledge. Scientific knowledge
together with experimental knowledge is used to determine the health of the process. They concluded that dynamic modelling information involved in the fault detection system offers the capability of predicting real time faults.

Kim and Chun [2.70] developed a remote monitoring and control system for application to an agricultural storage facility which can be of great potential benefit to the food industry. Various temperature and humidity sensors were installed; a microcontroller was used to acquire data and transfer it to a PC. A charge coupled device (CCD) video image sensor was also used to capture images of the storage facility to assess current working conditions. The PC connects to the internet via TCP/IP protocols in order to allow a remote supervisor to view the state of the food condition in the storage house. The internet connectivity provides the supervisor with a link to perform the control task of the facility including the capacity to generate signals to the actuators remotely and in real time.

2.5 Embedded Devices-based Monitoring

The following papers were reviewed to reflect the diversity of applications in which embedded systems have been deployed to undertake the monitoring function and are presented in this section. They are based upon microcontroller technology and illustrate an important trend in monitoring system evolution.

The benefits of monitoring in many aspects of life can be attained without the need to deploy high cost systems such as PCs. Postolache et al [2.71] introduced a low cost solution for water quality monitoring based on a microcontroller. The proposed system allows different quantities that characterise the quality of water to be measured remotely. It utilizes a PIC16F877 microcontroller, sensing unit and an Ethernet controller to provide connectivity to the outside world. The microcontroller performs the acquisition and processing of water quality parameters to extract the useful information and transmits it to a remote location.

Cavusoglu et al [2.72] proposed a monitoring system based on a microcontroller that can be of use in the medical field. The system is intended to continuously monitor the respiration patterns of the patients. In so doing, it allows measurement and analysis of
breathing dynamics so that breathing disorders such as apnea can be detected. A sensor measures the heat variations in the oro-nazal air flow. A microcontroller (PIC16F877) acquires the heat signal using the on-board ADC converter and performs the analysis. If and when the apnea is detected an alarm is generated. Meanwhile, the microcontroller transfers the data to a PC via the RS232 communication channel for further analysis. Although the approach utilizes a system with limited power it offers a low cost and effective solution to one of the most common sleeping disorders. The authors reported that the performance of the system was evaluated and the results were found to be satisfactory.

It is essential to have power back-up systems especially in the industrial and medical fields. The reasons are: to ensure reliable, stable and continuous operations of critical components such as process controllers and medical equipment. Murad et al [2.73] implemented an online monitoring function for a power back-up system using an 8-bit microcontroller. The microcontroller performs both signal acquisition and control and at the same time provides a link to allow the output voltage from the power back-up system to be displayed on a computer with graphical user interface software. In the event that the system does not sustain the required supply level, a fault signal is indicated on the screen.

Chung and Oh [2.74] developed a wireless sensor module for indoor environment monitoring based on 8-bit microcontrollers that support wireless functionalities. The module contains eight sensors to allow various air quality parameters to be measured. These are converted to analogue if required and transmitted by RF transmitter to the microcontroller. The microcontroller platform has internet capability to provide real time data to a remote client PC or PDA.

Muthukkaruppan and Manoj [2.75] introduced a microcontroller based automated system with application to a multi-station part transfer, drilling and tapping machine using electro-pneumatic system. Signals from sensors and valves were interfaced with an 8-bit microcontroller to perform the control function of the process. Various aspects of the automation process such as time saving, productivity, repeatability, quality of product, etc. were discussed.
Ibanez et al [2.76] reported a DSP based system to monitor hydro-generators. The reliability of these machines is critical to the operation of electrical power plant and hence their monitoring to detect existing faults and/or predict future component failure is essential. To do that, the authors employed a TMS320C30 DSP (Texas Instruments) for signal acquisition and processing. Multiple signals were acquired and several processing algorithms implemented. Data is also transferred to a remote PC through RS422 standard for more analysis and display.

Buizza et al [2.77] presented an instrument with a DSP for monitoring human biological parameters. It contains a TMS320LF2407 DSP with 16 channels, a 10-bit ADC converter. Signals from transducers attached to patients are acquired and processed, and extracted features are displayed on LCD screen in real time. The benefits of this instrument as a monitoring solution were highlighted. They include ease of use, portability, reliability and accuracy.

The dsPIC digital signal controllers were the current devices, available from Microchip Technology, at the start of this research. They overcome the limitations of 8-bit microcontrollers, yet are available at low cost. These devices offer the computational capability to support economical solutions. They are being deployed to perform control and/or monitoring functions in a wide range of applications. For example, Zhang et al [2.78] utilized the dsPIC input capture and output compare modules to design an excitation control system for synchronous generator. The excitation control system is critical to sustain the required performance of the electrical power system. The hardware architecture and characteristics of the designed control system were described. The device used was dsPIC30F6014 which is the one being utilised in this thesis. Its characteristics and technical attributes are provided in Chapter 3.

Chainho et al [2.79] developed and implemented a discrete PID controller with parameter adaptation capability. A simplified algorithm with fuzzy logic system was adopted for parameters adaptation. In this case calibration and adjustment of the PID controller is not required. A first and second order processes were satisfactorily tested. This type of controller is widely used in the control loops of industrial processes. Jayabarathi and Devarajan [2.80] developed and implemented successfully an
artificial neural network (ANN) method for reactive power compensation using dsPIC30F2010 device. The load flow was analysed to estimate voltage profile and losses in the investigated system. Capacitors were appropriately connected to the dsPIC to compensate for these losses. The inputs to the ANN network were real power, reactive power, and voltages at the second and eighteenth buses. The ON/OFF positions of the capacitors were taken as outputs. The ANN network was trained while the weights obtained so that mean squared error is minimum. The method was simulated to verify its effectiveness and the result was reported satisfactory.

Dalal [2.81] designed and implemented a digital audio decoder and its associated playback system based on a dsPIC30F4013 digital signal controller. An audio signal generated in Matlab was stored in the dsPIC as lookup table. Huffman decoding was adopted in this approach. The dsPIC’s digital converter interface (DCI) connected to a digital to analogue converter was used to playback the audio recording. The author tested the system and good result was obtained. De Capua et al [2.82] reported the realisation of a smart sensor based on dsPIC30F6010 device to monitor the voltage RMS value and extract power quality indexes, thus allowing voltage sags to be detected. Voltage transducer was deployed giving a current output with 25mA maximum. A high precision resistance provided the voltage to be processed by the dsPIC following the required amplification. The acquisition process was controlled by the dsPIC and the sampling rate adopted was 10 kHz. This demonstrated the potential of dsPIC technology in condition monitoring.
2.6 Summary

Condition and process monitoring can be seen to be a vital practice to enhance production quality and reliability in almost every industry. PC based monitoring functions provide an almost limitless means to investigate various fault detection and diagnostic techniques. The need for economical monitoring solutions was expressed throughout the review particularly in pneumatic-based applications. The modern development in electronic and embedded devices provides the foundation to achieve high level of integrity in equipment and processes alike. The dsPIC digital signal controllers have the processing power and computational capability to support the implementation of methods that are capable of detecting and identifying faults occurring in the processes and machines. Moreover, they have the resources required to support evolution in the context of IPMM research as well as the deployment of distributed predictive maintenance architectures to ensure the reliability and effectiveness in production environments.

A distributed monitoring system based entirely on the deployment of dsPIC devices is presented in the next chapter. Technological aspects related to data acquisition and monitoring systems are also described.
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Chapter 3

TECHNOLOGY SELECTION AND SYSTEM DESCRIPTION

3.1 Introduction

Today's manufacturing industry can invest in a monitoring system only if it is reliable and can provide an acceptable cost-to-benefit ratio [3.1]. The main attribute of the PC based systems that have been developed to support such functions are related to their computational power and interconnectivity. However a monitoring system that is based on an industrial or commercial PC can become expensive when combined with the necessary software and data acquisition cards and the associated information management functions. For these reasons the practical deployment of PC based systems in today's industrial sector has been limited.

Current technological advancements in embedded devices incorporate processing power and computational speed on a single chip, such as the dsPIC microcontrollers used in this research, makes the development of a distributed process monitoring system, with a plug-and-play capability, a possible solution for a wide variety of applications.

Distributed monitoring systems have been developed over the years and have been deployed in the real world. The term “distributed system” is defined as, “a system in which hardware or software components located at networked computers, communicate and coordinate their actions, only by message passing” [3.2].

Various devices in a distributed system can operate concurrently and tasks are undertaken independently. Actions however are coordinated at well-defined stages by exchanging messages through a digital communication medium such as the Controller Area Network (CAN) bus, which is widely used in many industries.
This chapter describes the development of a distributed process monitoring system based upon Microchip’s dsPIC digital signal controllers.

3.2 Monitoring System Architecture

Real-time information about the process and machine components needs to be obtained for effective monitoring. A fundamental aspect of the development process of a monitoring system is the data acquisition, which is normally accomplished through the installation of various sensors and transducers. An industrial application may require a large number of sensors in order to collect data about any process. If this data is collected at a central location, cables will have to be laid down from every sensing element to the central point. This approach can lead to a complex wiring network. Thus yielding a system that is hard to install and difficult to maintain. The cost associated with such systems is an important issue to consider. Signals acquired in this way, in an industrial environment, tend to be noisy; often the effectiveness of the monitoring system may thus be compromised. The idea of deploying this monitoring layout in the present industrial age is no longer attractive. A modular, microcontroller-based, data acquisition and analysis system was therefore developed to provide a more feasible solution.

The essential feature of the acquisition process supporting this development is that analogue signals have to be converted into a more convenient format so that they can be used in a meaningful and effective manner. This is achieved by means of an on board Analogue-to-Digital Converter (ADC). When processed, digital data can then be sent through a Controller Area Network (CAN) bus which connects the different acquisition and processing nodes. This allows information to be shared for collective decision making. This approach will limit if not totally eliminate any wrong decisions from being made. A connectivity node enables the process to be monitored on-line so that concerned parties need not be present on site. When required, actions can be taken as to keep the process running at maximum efficiency.
The main objective of this research was essentially to develop data processing techniques capable of identifying the size of any object being gripped during a "pick and place" like activity, whilst keeping the number of any electronic components and sensors to a minimum. To achieve this, it was decided to employ 16-bit dsPIC microcontrollers in the development of this system. Their built-in digital signal processor (allowing mathematical manipulations to be achieved), computational speed and signal handling (for example via a fast multichannel ADC) capabilities make them superior to the previous generation of microcontrollers, thereby providing considerable additional benefits to front-end processing capabilities. The hardware architecture of the proposed distributed monitoring system is shown in Figure 3.1.

The desired variable (parameter) may be analysed in the front-end node (FEN) to identify known fault symptoms. Signal acquisition and processing are performed in this level of the monitoring system to take advantage of the processing capabilities of dsPIC and to explore its potential in process monitoring and control. The need for a reliable and effective system demands that information be shared, through the CAN bus, between the dsPIC microcontrollers deployed at this level so that a collective decision can be made about the health of the process. This can minimize the number of false alarms being made. The performance of a CAN bus in noisy environments is known to be reliable, hence it is being used to provide the communication medium between devices. Based on the processing capability of the dsPIC, it was expected that most common faults may be identified at this node.
The second level in the proposed hierarchy constitutes a synchronisation-connectivity node based also on dsPIC devices. At this stage, if or when required, data from various front-end-nodes (FENs) are combined and analysed. It’s believed that all remaining “known” fault conditions will thus be detected at this level. This level also provides a link between FENs on one side to a server on the other side through the Internet, where further analysis tools can be deployed on a computer (personal or industrial) to identify the occurrence of “new” faults as they arise.

It is anticipated that any new faults thus detected and diagnosed may then be added to the list of known faults, and the developed detection process added to the capabilities of the lower nodes.

Figure 3.1 Hardware architecture of proposed monitoring system.
3.3 Processing and the Selection of Technology

Considerable research has been conducted in recent years towards the development of cost-effective monitoring systems using microcontrollers. The Intelligent Process Monitoring and Management (IPMM) research group at Cardiff School of Engineering for example has exploited the capabilities of Microchip’s 8-bit PIC microcontrollers. Their limitations, particularly in terms of processing power, on-chip memory and computational speed have been reported [3.3, 3.4]. In conducting the research described here, the expertise already established in the IPMM centre with Microchip’s products and the available resources meant that the Microchip 16-bit dsPIC devices were clearly the best choice for the implementation of this project.

The new generation of Microchip’s dsPIC digital signal controllers integrate the microcontroller (MCU) functionality with digital signal processor capabilities (DSP), thus providing a complete system-on-chip (SoC) fully equipped with the necessary modules to enable an effective monitoring solution. Their performance in comparison with other 16-bit embedded systems is indicated by Table 3.1 [3.5].

<table>
<thead>
<tr>
<th>Company</th>
<th>MCU Family</th>
<th>Instruction Cycle Rate (MHz)</th>
<th># of Cycles per Instruction</th>
<th>Average Throughput (MIPS)</th>
<th>cost (£)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Microchip</td>
<td>dsPIC30F</td>
<td>30</td>
<td>1-2</td>
<td>28</td>
<td>5.95</td>
</tr>
<tr>
<td>Infineon</td>
<td>XC161/166</td>
<td>40</td>
<td>1-6</td>
<td>28</td>
<td>10.9</td>
</tr>
<tr>
<td>TI</td>
<td>320LF240x</td>
<td>40</td>
<td>1-4</td>
<td>21</td>
<td>10.28</td>
</tr>
<tr>
<td>Motorola</td>
<td>56F80x</td>
<td>40</td>
<td>1-8</td>
<td>19</td>
<td>9.5</td>
</tr>
<tr>
<td>Hitachi</td>
<td>H8S/26xx</td>
<td>33</td>
<td>1-7</td>
<td>15</td>
<td>7.25</td>
</tr>
<tr>
<td>Infineon</td>
<td>C16x</td>
<td>25</td>
<td>2-4</td>
<td>12</td>
<td>14.3</td>
</tr>
<tr>
<td>ST Micro</td>
<td>ST10F269</td>
<td>20</td>
<td>2-4</td>
<td>9</td>
<td>16.89</td>
</tr>
<tr>
<td>Mitsubishi</td>
<td>M16C</td>
<td>20</td>
<td>1-8</td>
<td>9</td>
<td>12.60</td>
</tr>
<tr>
<td>Motorola</td>
<td>MC9S12D</td>
<td>25</td>
<td>2-6</td>
<td>6</td>
<td>10.08</td>
</tr>
</tbody>
</table>

Key: - dsPIC30F actual, others estimated based on instruction frequency analysis.
- Preliminary results, calendar year 2004.

Table 3.1: The dsPIC30F family as compared to other 16-bit devices.
These devices contain a set of peripherals, a reasonable, sized on-chip data memory, a significant program memory space, CAN bus and I/O ports. Their oscillator system provides various options (of clock sources) and employs a Phase-Locked-Loop (PLL) technique to boost internal operating frequency by 4, 8 or 16 times, making them suitable for many industrial applications. Dynamic systems such as pneumatic grippers and actuators could be considered demanding, particularly in terms of speed and processing power. The author thus only considered the implementation of dsPIC Digital Signal Controllers (DSCs) in this research.

The dsPIC30F6014 was thought to be appropriate for the pursuit of the development process of an integrated monitoring function for pneumatic systems. This device has the stated capabilities required for signal acquisition, processing, and communication within the network and with the outside world. More specifically, it contains a 12-bit ADC, large memory, timers with programmable prescaler, and external interrupts; input capture module, digital I/O ports, and multiple communication modules including CAN, SPI and UART that can be used to implement the RS-232 standard for communication with a PC COM port. The UART and SPI modules helped in the initial development of the proposed system. In the following section, a general overview of dsPIC30F families is provided along with more insight into the capabilities of the particular dsPIC30F6014 digital signal controller.

3.4 The dsPIC30F Digital Signal Controllers

Microchip Incorporation is the leading manufacturer of embedded devices, as indicated by the total number of units shipped in 2006 [3.6]. The introduction of dsPIC30F digital signal controller (DSC) opened new horizons for design engineers in a wide range of applications. In essence these devices provide a computer on a single-chip, which has features that can be adapted for a particular application. The architecture of such devices features a powerful DSP engine, C compiler-friendly design, and familiar microcontroller platform.
The Microchip dsPIC30F consists of three device families:

- General purpose family
- Motor control and power conversion family, and
- Sensor family

In this project, the (most generic) General Purpose Family platform was adopted and many of the available features were utilized in the development of the proposed monitoring system. These devices employ a powerful 16-bit architecture integrating the control features of a microcontroller with the computational capabilities and speed of a digital signal processor. This architecture design leads to an optimum functionality well suited for applications that demand high speed, repetitive computations and control; it was realized by the IPMM research group that robotic gripper applications are challenging and may demand high speed and processing power.

The built-in DSP engine provides the dsPIC30F CPU with extensive mathematical processing capabilities. In addition various full-featured peripherals combined with flexible fast-interrupt handling, renders the dsPIC30F family of devices suitable for control applications. Field programmable Flash program and data EEPROM, coupled with software and hardware tools (from the same supplier) ensures the scalability of applications. Table 3.2 shows a list of variants of the General Purpose Family, with the selected dsPIC30F6014 highlighted.
<table>
<thead>
<tr>
<th>Device</th>
<th>Pin #</th>
<th>Kbytes</th>
<th>Instructions</th>
<th>SRAM Bytes</th>
<th>EEPROM Bytes</th>
<th>Timer 16-bit</th>
<th>Input Capture</th>
<th>Output compare</th>
<th>A/D 12-bit (200 kcps)</th>
<th>UART</th>
<th>SPI</th>
<th>CAN</th>
<th>PC</th>
<th>Max. I/O pins</th>
</tr>
</thead>
<tbody>
<tr>
<td>dsPIC30F3014</td>
<td>40/44</td>
<td>24</td>
<td>8K</td>
<td>2048</td>
<td>1024</td>
<td>3</td>
<td>2</td>
<td>2</td>
<td>13 ch</td>
<td>2</td>
<td>1</td>
<td>-</td>
<td>1</td>
<td>30</td>
</tr>
<tr>
<td>dsPIC30F4013</td>
<td>40/44</td>
<td>48</td>
<td>16k</td>
<td>2048</td>
<td>1024</td>
<td>5</td>
<td>4</td>
<td>4</td>
<td>13 ch</td>
<td>2</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>30</td>
</tr>
<tr>
<td>dsPIC30F5011</td>
<td>64</td>
<td>66</td>
<td>22k</td>
<td>4096</td>
<td>1024</td>
<td>5</td>
<td>4</td>
<td>4</td>
<td>16 ch</td>
<td>2</td>
<td>2</td>
<td>2</td>
<td>1</td>
<td>52</td>
</tr>
<tr>
<td>dsPIC30F6011</td>
<td>64</td>
<td>132</td>
<td>44k</td>
<td>6144</td>
<td>2048</td>
<td>5</td>
<td>8</td>
<td>8</td>
<td>16 ch</td>
<td>2</td>
<td>2</td>
<td>2</td>
<td>1</td>
<td>52</td>
</tr>
<tr>
<td>dsPIC30F6012</td>
<td>64</td>
<td>144</td>
<td>48k</td>
<td>8192</td>
<td>4096</td>
<td>5</td>
<td>8</td>
<td>8</td>
<td>16 ch</td>
<td>2</td>
<td>2</td>
<td>2</td>
<td>1</td>
<td>52</td>
</tr>
<tr>
<td>dsPIC30F5013</td>
<td>80</td>
<td>66</td>
<td>22k</td>
<td>4096</td>
<td>1024</td>
<td>5</td>
<td>8</td>
<td>8</td>
<td>16 ch</td>
<td>2</td>
<td>2</td>
<td>2</td>
<td>1</td>
<td>68</td>
</tr>
<tr>
<td>dsPIC30F6013</td>
<td>80</td>
<td>132</td>
<td>44k</td>
<td>6144</td>
<td>2048</td>
<td>5</td>
<td>8</td>
<td>8</td>
<td>16 ch</td>
<td>2</td>
<td>2</td>
<td>2</td>
<td>1</td>
<td>68</td>
</tr>
<tr>
<td>dsPIC30F6014</td>
<td>80</td>
<td>144</td>
<td>44k</td>
<td>8192</td>
<td>4096</td>
<td>5</td>
<td>8</td>
<td>8</td>
<td>16 ch</td>
<td>2</td>
<td>2</td>
<td>2</td>
<td>1</td>
<td>68</td>
</tr>
</tbody>
</table>

Note: Maximum I/O pin count includes pins shared by peripheral functions.

Table 3.2: dsPIC30F General Purpose Family variants (compiled from [3.7]).

The dsPIC30F devices support two types of programming methods:

- **In-Circuit Serial Programming (ICSP)**, which allows the device to be programmed after being placed on a circuit board. This was used during the initial development and testing of the monitoring approaches described in the following chapters.

- **Run-Time Self-Programming (RTSP)** makes it possible to program the device while an embedded program is already in operation. This makes it possible to perform remote software upgrades or update in end-user’s applications if and when required. Chapter 7 emphasises the potential use of this programming method.
3.4.1 The dsPIC30F6014 DSC (Digital Signal Controller)

The device selected for both the front-end node and the connectivity node of the distributed process monitoring system was the dsPIC30F6014 MCU. Its selection identified that it has features that provide flexibility and support opportunities to explore the potential deployment of these devices in this research [3.7, 3.8]. The block diagram of the dsPIC30F6014 (General Purpose) digital signal controller is provided in “Appendix A” for reference.

The CPU of this device contains a 16-bit (data) modified Harvard architecture with an enhanced wide instruction set, providing great support for the DSP. The instruction word is 24 bits wide, and the associated program counter (PC) is 23 bits wide. Therefore, it can address up to 4M (that is $2^{22}$) instruction words of user program memory. As evident in Table 3.2 the size of program memory implemented varies within the device family. The dsPIC30F6014 contains 144kbytes of program memory, and 4kbytes of data EEPROM memory. The architecture supports program loop constructs through the use of DO and REPEAT instructions, yielding no program overhead. Both instructions can be interrupted at any time.

The dsPIC30F devices have an array of sixteen working registers. Each working register is 16 bits wide and can be used as data, address or address offset registers. The 16th working register (W15) in particular serves as a software stack pointer for interrupts. There are two classes of instruction set, one of which is related to the MCU, the other is concerned with DSP commands. The instruction set is stated to be designed so that C compiler efficiency is optimum.

The data memory space is 16-bit wide, and has a capacity of 32 kwords. It is divided into two sections: X and Y data spaces. An independent Address Generation Unit (AGU) is designated for each section and has its own separate path. This feature is of major importance especially when performing frequency analysis. It allows certain instructions to simultaneously fetch two words from the RAM, thus enhancing the speed of execution. The MCU class of instructions operate completely through the X space AGU that accesses the entire memory map as a single linear data space. Both X
and Y AGUs are used during the operation of certain DSP instructions to provide the required support for efficient execution of DSP algorithms such as Fast Fourier Transform (FFT). Most instructions can address data memory either in word or byte formats. The upper 16 kwords of data space can be mapped into program space, if desired. This feature allows any instruction to access program memory as if it was data space.

Circular buffering or modulo addressing, which yields no software overhead and is supported in both X and Y data space, is a unique feature of the dsPIC30F family in general. This feature helps overcoming the software boundary checking overhead associated with DSP algorithms. The X data AGU modulo addressing can be used with any instruction related to the MCU class of instructions. It also supports bit-reversed addressing to simplify the input/output data re-ordering for radix-2 FFT algorithms.

The CPU supports various flexible addressing modes. The dsPIC30F devices have, for most instructions, the capability to perform a data (or a program) memory read, a data memory write, and a working register (data) read in a single instruction cycle.

The DSP engine features a high speed 17-bit by 17-bit multiplier which is shared by the MCU ALU and the DSP engine and can perform multiplications of signed, unsigned and mixed-sign values, two 40-bit saturating accumulators (ACCA and ACCB), and a 40-bit bi-directional barrel shifter capable of shifting the 40 bit value up to 16 bits left or right in one clock cycle. Both DSP and MCU instructions can use the barrel shifter. The DSP class of instructions are stated to have been designed to achieve an optimised performance in real time. The multiply-and-accumulate (MAC) instruction and other instructions associated with it can concurrently fetch two data operands from memory while multiplying two working registers and accumulating the result in the same cycle.

The dsPIC30F family of devices support 16/16 and 32/16 divide operations in both integer and fractional format [3.9]. The divide instructions in these devices are iterative operations and can be interrupted during any of the required 19 instruction clock cycles (total execution time required for division) without loss of data.
Furthermore, the dsPIC30F6014, used in the proposed monitoring system, features 5 external interrupts, and interrupt vector table (IVT) that supports up to 54 interrupt sources. Any source of interrupt can be programmed for one of 7 priority levels, thus providing flexibility and control of target applications. It is in addition possible to interrupt the CPU through an implementation scheme on the rise or fall of signal level of up to 24 digital I/O pins, adding more potential to deploy this device in all kind of applications. The above features of the CPU architecture of such devices enhance the efficiency (in terms of code size and speed of execution) of the C compiler.

3.4.2 Supporting factors for Technology Selection

Microchip has a large portfolio of easy-to-learn development tools for its dsPIC30F families well-suited for embedded monitoring and control solutions. The available software tool-set and online support and product documentations are also very important for a design engineer.

The main hardware components supporting the selection of dsPIC30F devices included:

- The availability of a variety of demonstration boards.
- In-Circuit Debugger 2 (ICD2); this device can be enabled for emulation to test the developed software on the target hardware circuits, or to download it onto the dsPIC DSC.
- MPLAB PM3 is a universal device programmer.
- MPLAB ICE 4000 in-circuit emulator.

The last two items were available for more advanced programming and debugging but were not used in the current research.

The software elements (all of which were used in this research) associated with the dsPIC30F families can be summarized as follows:
• MPLAB IDE Integrated Development Environment; it includes a programmer’s text editor, software simulator, assembler and Visual Device Initializer (VDI), which can be utilized for peripherals configuration. MPLAB IDE is powerful software, yet it has a simple and user-friendly Graphical User Interface (GUI). More importantly, it is available for free.

• MPLAB C30 C Compiler; this software development tool is supported by MPLAB IDE. It provides code efficiency and a cost-effective, ANSI-compliant option for writing C or mixed C and Assembly code modules [3.9].

• Digital Filter Design and dsPICworks for data analysis of DSP algorithms.

A number of libraries, designed especially for the dsPIC30F families, were also available and used. They include:

• Math library; functions although written in Assembly, but can be called from either C or Assembly language.

• Peripherals library; it supports the configuration and control of modules like ADC, UART, SPI, and CAN.

• DSP library; all DSP routines are developed and optimized in dsPIC30F assembly language and are callable from both Assembly and C language.

The main development board that was selected and used was the dsPICDEM 1.1™ Development Board. Prior to programming specifically for the current task the use of this helped the designer to become familiar with the dsPIC30F 16-bit architecture, high performance peripherals and powerful instruction set. Microchip provides supporting example software and appropriate documentation. Figure 3.2 shows the dsPICDEM 1.1 board. Related schematics are included in “Appendix B”. It proved to be an ideal prototyping tool to develop and validate key design requirements.

Some key features of this platform are listed below [3.10]:

• It supports the dsPIC30F6014 device (implemented in this research).

• CAN communication channel (to allow communication between devices).

• RS-232 and RS-485 communication channels (this provides a link to PC).

• In-Circuit Debugger interface (MPLAB ICD 2).
- 4 line- LCD display. It provides a significant tool as a user/designer interface to monitor and control, the application process. Messages may be displayed to inform the operator about the health of the process.
- A prototype area and header emulator to facilitate any required expansion.
- Various LEDs, switches and analogue potentiometers.
All of the above features were utilized in this research during the initial development and final deployment of the monitoring approaches. More available features, although not used in this research, include:
- Voice band codec interface with line in/out jacks.
- ICE 4000 Emulator interface
- Microchip temperature sensor
- Microchip Digital Potentiometer

Figure 3.2: The dsPICDEM 1.1 Development Board [3.7].
3.5 Data Acquisition

The use of the dsPIC6014 DSC in the front-end-nodes (FENs) to acquire desired physical variable (pressure signal) and digital signals from different sensors and transducers is detailed in the following sections.

3.5.1 Analogue Signal Acquisition

Analogue variables include measurable physical quantities such as pressure, temperature, flow and human speech. Processing analogue signals, as they are, requires special electronic circuitry that is often difficult to design, expensive, and its component accuracy can be affected by age [3.11]. Hence these signals are frequently converted to digital form so that some processing method can be applied to them to extract information about a particular process. This information is normally contained in the form of signal amplitude, frequency, phase, or timing relationship with respect to other signals [3.12].

It is first necessary to convert the physical quantities being measured into (analogue) electrical signals. Various sensors are usually installed in the process or machine to perform such a task. In many cases, the output measurement of a sensor requires signal conditioning to conform with the requirements of the data acquisition hardware. In the context of this research for example, the pressure transducer (an industrial heavy duty pressure sensor with spring movement) output is a 4-20 mA current signal. This signal had to be converted to voltage in the range 0 to 5 VDC as required by the dsPIC. The parameters of the process being monitored are thus normally initially represented by analogue signals, which have to be converted into digital format for processing. An Analogue to Digital Converter, such as the ADC module embedded in the dsPIC, is responsible for this conversion operation. It employs the concept of successive approximation, which is the fastest and most commonly used technique in analogue to digital conversion [3.13].

When using ADC some parameters have to be considered in order for a process monitoring and control system to be most effective and robust. Those of major importance include resolution, sampling rate, linearity, repeatability and the range of input signals. Resolution is usually expressed by the number of bits used to represent
an analogue signal. The greater the number of bits the better the resolution of ADC. For example, the ADC converter available on dsPIC30F6014 has a 12-bit resolution, which provides 4096 levels of representation of the analogue signal. This would mean that the ADC has 0.0012 V/level of full-scale resolution.

Another consideration is the sampling rate, which indicates how often data is read from the ADC and passed along to other application components [3.14]. Nyquist theory states that sampling rate would have to be at least twice the maximum frequency content of the signal to avoid aliasing [3.15]. This is a lower bound and for practical reasons, analogue signals should be sampled at an even higher rate to account for the differences in performance between real-world ADC and the ideal one [3.11]. A higher sampling rate provides a better quality reproduction than a lower sampling rate and should be considered for fast changing signals. In the proposed system, the pressure signal was sampled at 2 kHz, which is five times the highest frequency content (as was empirically determined in preliminary testing).

The integrity of the relationship between the analogue signal and its discrete representation over the full input range is determined by its linearity. The range of input voltages that are supported by the device or analogue channel characterizes input signal range. The smaller the deviation between successive measurements or tests, the better repeatability is. Linearity and repeatability may be affected by changes in operating conditions such as ambient temperature, environmental noise, signal type, etc. [3.16].

The selected dsPIC DSC was recognised as being a solution capable of providing the general data acquisition requirements. The ADC converter, embedded in the dsPIC6014 DSC is briefly reviewed next section.
3.5.2 The 12-bit ADC Module

The ADC module has a 12-bit resolution. This device is limited to one sample-and-hold amplifier, but can sequentially sample up to 16 analogue inputs. At the full supply voltage (5 V), a maximum sampling rate of 100,000 sample-per-second (sps) is possible. This sampling bandwidth, however, is "spread" over all 16 channels, so each channel can sample at a maximum of 6,250 sps, when all channels are used. The designer however must also ensure sufficient time for processing and analysis as required by the application in between successive ADC samples. Figure 3.3 shows a block diagram representation of the 12-bit ADC.

![Figure 3.3: The ADC block diagram [3.17].](image)
The analogue reference voltage is software selectable and follows the configuration of VCFG bits in the ADC control register 2 (ADCON2) as shown in Table 3.3. It is easier for the designer to configure ADC for the full range of the supply voltage (AVSS to AVDD) as no external supply need to be facilitated. However, it is sometimes important to limit the reference voltage to the range Vref- to Vref+, for better resolution of measurements. This can significantly improve the ADC’s ability to measure limited-range input signals when the conversion is performed only over the voltage range of interest [3.11].

Other major features of the ADC module are listed below [3.17]:

- It has six 16-bit registers for operation control, selection of input channels, input pins configuration as analogue or digital I/O, and selection of which inputs to scan.
- It contains sixteen 16-bit read only buffers.
- The ADC can convert an input signal manually (the conversion trigger is under software control) or automatically (conversion trigger is under ADC clock control).
- Other sources of conversion can come from an external interrupt (INT0) or timer 3 (TMR3). The latter was used to trigger conversion during the acquisition of pressure signal while implementing the proposed monitoring systems as discussed in the following chapters.
- Number of samples per interrupt can be set between one and sixteen. In this way, it can scan all 16 channels before an interrupt occurs (multiple settings were used in this research).
- It has the ability to operate while the device is in SLEEP mode with RC oscillator selection (was not used in this research).
### Table 3.3: ADC Reference Voltage Configuration Values [3.17].

<table>
<thead>
<tr>
<th>ADCON2 register setting of VCFG&lt;2:0&gt; bits</th>
<th>ADC upper reference voltage</th>
<th>ADC lower reference voltage</th>
</tr>
</thead>
<tbody>
<tr>
<td>000</td>
<td>AVDD</td>
<td>AVSS</td>
</tr>
<tr>
<td>001</td>
<td>Vref+</td>
<td>AVSS</td>
</tr>
<tr>
<td>010</td>
<td>AVDD</td>
<td>Vref-</td>
</tr>
<tr>
<td>011</td>
<td>Vref+</td>
<td>Vref-</td>
</tr>
<tr>
<td>lxx</td>
<td>AVDD</td>
<td>AVSS</td>
</tr>
</tbody>
</table>

Vref+ = External upper reference voltage  
Vref- = External lower reference voltage  
AVDD = Analogue positive power rail (5 V)  
AVSS = Analogue negative power rail (ground)

#### 3.5.3 Digital Signal Acquisition

The term “digital” or “discrete-time” signal refers to a signal defined only at a particular set of instants in time. A simple example would be the midday temperature at a specified place, measured on successive days [3.18]. Digital signals provide information about discrete events in the process or machine like the on/off state of a valve or a limit switch. In many situations it may be necessary, to apply appropriate signal conditioning to a digital signal. In this work it was necessary to make signals TTL compatible (0 to 5 V) so that they may be interfaced with the dsPIC. In the developed system, an operational amplifier was used to adjust the limit switches true voltages to 4.5 V (within the TTL tolerance levels). The Timer 1 module on the dsPIC30F6014 was used to measure for example the time taken by the slide unit in the actuator system to either extend (from the home position to the end position) or retract. More detail is provided in Chapter 5. Polling the input pins to detect the rising/falling state indicates the event to be recorded. The simplest way was to implement the timer as a counter. The 16-bit Timer 1 was used to count the number of instruction cycles consumed between the falling state (off state) of the “home position” sensor and the rising (on state) of the “end position” sensor, according to the following formula:
Travel time = (TMR1 * prescaler)/Fcy, where

\[ TMR1 = \text{Timer1 counter value,} \]
\[ Fcy = \text{chip's clock frequency} = \text{PLL} \times \text{oscillator frequency}/4, \]

Permissible values:

\[ \text{PLL} = 4, 8 \text{ or } 16 \]
\[ \text{Prescaler} = 1, 8, 64 \text{ or } 256 \]

At an oscillator frequency of 7.3728 MHz and PLL = 4, Fcy = 7.3728 MIPS. For the 16-bit Timer 1, TMR1 counter can have values between 1 and 65535, and the prescaler was set to 256. These settings were sufficient to cover the complete operation cycle of the actuator, giving a maximum measurable timer period of:

\[ \text{Timer period} = (65535 \times 256)/7372800 = 2.275 \text{ seconds.} \]

The selected dsPIC has five Timers, two of which can be combined to form a 32-bit counter or timer whenever required, and would provide flexibility for future applications requiring differing periods and/or resolutions.

### 3.6 Technology Selection for Level 2—Connectivity node

This level in the distributed monitoring system is dedicated to cases where processing and analysis is found to be challenging and may require that information from various FENs, be shared, in order to reach a conclusive decision about the health of monitored parameters. Additionally it has the capabilities and the required facilities such as Ethernet to provide a communication link with the outside world and the server-side PC in particular. Communication between the first and second levels is made possible through a built-in CAN module.

After a survey of commercially available technologies to support the objectivity of this level, the author selected another of the Microchip development boards, namely the dsPICDEM.net platform. This platform can deliver the processing power and communication requirements required by the application. Moreover, the well-established experience and knowledge amongst the IPMM research group with Microchip’s hardware and software as well as the resources available “in-house” deemed this platform a sensible option. A brief overview of the supporting factors and
a detailed insight into Ethernet connectivity, Internet Protocols and CAN controller are presented in the following sections.

### 3.6.1 The dsPICDEM.net™— Supporting Elements

The selection of the dsPICDEM.net platform as the second level is supported by many factors. Its hardware schematic diagrams are provided in "Appendix B" for reference. The major features and attributes include [3.19] a powerful device (dsPIC30F6014) with many modules well suited for a wide range of applications. The processing capabilities of dsPIC30F6014 at this level when combined with the functionality and power associated with FENs may eliminate the need for third level in many applications (i.e. processing and analysis at Server level would not normally be required). The availability of a 10BASE-T Ethernet Network Interface Controller (NIC) and connection provides a link between the second level and the internet, thus allowing remote users to interact with the application. It also supports MPLAB ICD2 for device programming and code debugging. It provides the required serial communication capability; RS-232 and CAN. This allowed data transmission to a PC during the initial development of the system and communication with FENs devices. A 7.3728 MHz crystal oscillator is also included. Two analogue potentiometers and LEDs are available on this board and were used during initial testing. The board incorporates a 32 Kbytes EEPROM where constants such as web pages can be stored. It can be programmed via PC interface on dsPIC30F6014. A 64 kwords (128 kbyte) data RAM is provided onboard and is accessible via PORTD on the dsPIC30F6014. An LCD screen and a prototyping area are available for the developer to ease the design process.

The dsPICDEM.net development board, shown in Figure 3.4, can act as a stand-alone system, by which a small application can be monitored and controlled via the internet as illustrated in Chapter 7. The dsPIC30F6014 device has all the capabilities to acquire signals and process them, and make decisions about the process. Ethernet connectivity can then be implemented in conjunction with the TCP/IP stack software (provided from Microchip at no cost) to send data to interested remote users (clients). Data can also be transmitted to the server for further analysis as to identify new
"unknown" faults if and when they occur. In this case the distributed monitoring system architecture is reduced to two levels.

Figure 3.4: The dsPICDEM.net Development Board [3.7].

3.6.2 Ethernet connectivity

The Ethernet is described by [3.20] as "the dominant cabling and low level data delivery technology used in Local Area Networks (LANs), and is more correctly known as theIEEE 802.3 standard. It forms the lower two layers of the Open System Interconnection (OSI) model adopted by the International Standards Organisation (ISO). This model is a 7 layer protocol architecture representing information in a network. Layers and their functionalities are outlined in Table 3.4.
<table>
<thead>
<tr>
<th>Layer</th>
<th>Name</th>
<th>Function</th>
</tr>
</thead>
<tbody>
<tr>
<td>7</td>
<td>Application</td>
<td>Provides the meaning of data; application services such as file transfer, e-mail, authentication. FTP is an application example that exists entirely in this layer.</td>
</tr>
<tr>
<td>6</td>
<td>Presentation</td>
<td>Formats and encrypts data to be sent across a network</td>
</tr>
<tr>
<td>5</td>
<td>Session</td>
<td>Control opening and closing of communication paths</td>
</tr>
<tr>
<td>4</td>
<td>Transport</td>
<td>Responsible for data transmission and flow control</td>
</tr>
<tr>
<td>3</td>
<td>Network</td>
<td>Create logical paths for transmitting data from one node to another</td>
</tr>
<tr>
<td>2</td>
<td>Data Link</td>
<td>Provides reliable transfer of data blocks</td>
</tr>
<tr>
<td>1</td>
<td>Physical</td>
<td>Decodes data and produces signal levels that drive cables</td>
</tr>
</tbody>
</table>

Table 3.4: The OSI layers and their functions (compiled from [3.21, 3.22]).

There are different rates, at which data can be transmitted using Ethernet. The developer must make sure that it is supported by the cabling of the communication network. For instance, a network built with a twisted-pair cable is supported by 10BASE-T Ethernet, where data is transmitted or received at up to 10 Mbps. The main features and benefits of Ethernet connectivity in embedded applications include [3.20, 3.23, 3.24] its wide deployment, especially the 10BASE-T Ethernet considered in this research. Applications of Ethernet include industrial monitoring and control, security systems, and automation. It is stated that its protocol is easy to understand, implement, manage and maintain. It allows low cost communication network implementation. It also supports a wide array of data types such as TCP/IP, and AppleTalk. Ethernet networks are scalable, thus providing flexibility to system installation. Products that are standards-compliant will operate successfully regardless of manufacturer. The IEEE 802.3 standards ensure reliability mainly in terms of network connection and data transmission. It detects data collisions, when more than one device attempts to send data at the same time, so as preventing loss of information. A device can be monitored or controlled through the Internet once it is connected to an Ethernet network. Moreover, data collection and data sharing are also benefits from deploying Ethernet in embedded applications.
3.6.3 Internet Protocols

There are various Internet protocols, but the most commonly employed protocol today is the Transmission Control Protocol/Internet Protocol (TCP/IP protocol). During the 1970s, the need to share computer resources in a cooperative way led to the development of this software-based protocol [3.25, 3.26]. This protocol is reliable, thus data delivery is guaranteed [27]. Many implementations follow a software structure known as "TCP/IP reference model" in which software is divided into multiple layers stacked on top of each other and each layer accesses services from one or more layers directly below it. Microchip developed its own "TCP/IP stack" of programs, that provide services to TCP/IP-based applications such as HTTP and FTP servers, suitable for the deployment of its devices in embedded solutions. It is implemented in a modular fashion. Unlike the reference model, one layer can access services from one or more layers not directly below it as illustrated in Figure 3.4. The Microchip TCP/IP protocol is designed to be independent of operating systems and is capable of cooperative multitasking [3.26]. It is written in the C programming language and is designed to run on the dsPICDEM.net Internet/Ethernet development board. An in-depth discussion about this software is available in application notes AN833 and AN870 on the company's web site. Without getting into further details about the Microchip TCP/IP stack, its implementation with HTTP server may be considered in this research.

Figure 3.5: Illustration of Microchip TCP/IP stack software [3.26].
3.6.4 Controller Area Network (CAN)

CAN bus networks were initially deployed in automotive applications, requiring predictable and error-free communications. It was used then so that mission-critical real time control systems such as engine management systems and gearbox controls can exchange information [3.28]. Today, it is widely employed as a serial communication network in many application areas, including industrial automation, medical equipments, building services control and facility management. The cost associated with a CAN bus network is low, while providing a robust and simple communication between microcontrollers and peripherals at a bit rate of up to 1 Mbps, depending on the length of the bus (e.g. 1Mbps at 30m maximum). It features a multi-master system, which broadcasts messages to all nodes and each node filter out unwanted messages. Moreover, CAN is message-based, not address-based, thus allowing nodes to be added or removed with minimal software impact.

Communication through CAN bus is achieved using message frames that has internal fields to distinguish the frame being sent [3.29]. These frames can either be data, remote, error, or overload. A message consists of several fields including a start bit; a numerical identifier; a Control Field; a Data Field; a Cyclic Redundancy Check (CRC) field; an Acknowledge Field; and End of Frame Field as shown below. The start bit indicates the start of transmission, while the identifier that is either 11bit (standard) or 29bit (extended) describes the meaning of transmitted data to enable all connected nodes to decide whether to use it or to filter it out [3.28]. The Control Field specifies the number of bytes of data contained in the message. Subsequent to the Data Field, the CRC field is sent to ensure that the message is not corrupted, adding extra reliability to CAN protocol. It is then followed by an Acknowledge Field that allows all nodes on the bus to acknowledge receiving the message. The End of Frame Field marks the end of the message being sent and returns the bus to an idle state [3.30].

The dsPIC30F6014 has two integrated CAN modules, therefore, making it a feasible choice for the implementation of the proposed monitoring system.
The built-in CAN controller consists of a protocol engine and a set of buffers. It supports data transfer with built-in hardware error detection, a sophisticated message prioritisation scheme, and has the ability to set filters that allow only messages of interest to be received. CAN module has two receive buffers.

The CAN protocol engine receives all bits of transmitted messages and places them into the Message Assembly Buffer (MAB). Once a message is completely placed into the MAB, its identifier field (specified by the user) is matched against a filter value, in conjunction with a mask value, and if there is a match it's then moved into the corresponding receive buffer. The module will subsequently generate an interrupt and set the receive buffer full (RXFUL) bit, located in a particular receive buffer control register (C1RX0CON). The application software can then clear this bit, indicating that the module has read the buffer and it is ready to receive the next message. There are two receive (or acceptance) filters associated with receive buffer 0 (RXB0), and four associated with receive buffer 1 (RXB1). One mask is also designated for each receive buffer. A block diagram of CAN controller is provided in “Appendix A”.

If buffer 0 happens to be full when a message is accepted, it has the capability to store that message in buffer 1, assuming that buffer 1 is available. This feature is enabled by setting the DBEN bit in its control register (C1RX0CON). Additionally, if every bit of received identifier field either matched the corresponding filter bit or was ignored, the message is automatically sent to the appropriate receive buffer, otherwise it is rejected as indicated by the truth Table 3.5 below.
<table>
<thead>
<tr>
<th>Mask bit n</th>
<th>Filter bit n</th>
<th>Message Identifier bit n</th>
<th>Accept or Reject bit n</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>x</td>
<td>x</td>
<td>Accept</td>
</tr>
<tr>
<td>1</td>
<td>0</td>
<td>0</td>
<td>Accept</td>
</tr>
<tr>
<td>1</td>
<td>0</td>
<td>1</td>
<td>Reject</td>
</tr>
<tr>
<td>1</td>
<td>1</td>
<td>0</td>
<td>Reject</td>
</tr>
<tr>
<td>1</td>
<td>1</td>
<td>1</td>
<td>Accept</td>
</tr>
</tbody>
</table>

Table 3.5: CAN Controller Filter/Mask Truth Table.

There are three transmit buffers in the module, only one of which is allowed to send data at any given time. Whenever the module initiates a transmission from a specific buffer, the bits of that buffer are sent to the CAN protocol engine to begin transmission on the bus and perform error checking. In general the user application determines when a message is to be sent. For instance, if the cylinder node in the pneumatic system determines that air pressure is too low, a message may be sent to notify other modules (or nodes) in the system. Once the message is assembled in the transmit buffer, the user application can request its transmission by setting the transmit request bit (TXREQ) in the associated control register (C1TX0CON). If the bus is busy, the module will wait until the bus is idle before attempting the transmission. When the module completes the transmission, it automatically clears the TXREQ bit and generates an interrupt. Only then, can the application software request another transmission. It is possible for all transmit buffers to request transmission, at any time. When the bus is free, the module will then decide the order in which messages are sent based on a user-specified priority level for each buffer. One of four transmit priority levels (0 to 3) can be assigned for each buffer, with 3 being the highest and 0 the lowest, thus providing an additional degree of flexibility to the user application. Meanwhile, if two buffers have the same priority level, their indices will then resolve the issue. In simple terms, buffer 2 (TXB2) is given the highest priority over buffer 0 (TXB0). This mechanism enhances the module capability to ensure that messages are delivered to intended nodes and no message is lost, and hence proving the CAN protocol a more reliable serial network well-suited for monitoring and control applications.
3.7 Summary

The development of a low-cost monitoring system that has adequate capabilities in terms of signal acquisition and processing was essential. The emerging technologies can help make the realisation of such a system a reality. New embedded devices with a high level of integration, processing power, and communication facilities can greatly contribute to the development of a reliable distributed monitoring system. A distributed system based upon the 16-bit dsPIC digital signal controllers was proposed. A general overview of the proposed system was provided along with various aspects in signal acquisition, processing and communication. Communication protocols that are efficient and reliable (e.g. CAN) became a necessity to enable the integration of intelligent devices in such a distributed environment.

Microchip Corporation has developed a TCP/IP protocol designed to ensure optimal performance requirements of the dsPIC devices. This may be implemented in this research, in conjunction with the Ethernet Protocol, to enable access via the internet. In this way, a common interface was established and user applications can therefore be monitored and/or controlled.

The technology supporting the deployment of what was essentially a two-level distributed system to monitor an actuator (or gripper) based upon dsPIC technology has been established in this chapter. To test the applicability and effectiveness of the system, an actuator and a gripper were monitored and several techniques capable of identifying the end of stroke or the size of objects to be gripped were created and implemented. This research will be presented in the following chapters.
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Chapter 4

A PIPE QUALITY ASSESSMENT TASK

4.1. Introduction

This chapter considers the development of a microcontroller-based system to detect leaks in gas pipes using pressurised air. The intention of this work was to explore the potential of microcontroller-based quality assessment systems in the context of a production environment. The deployed microcontroller based approach acquires and analyses transient data related to the testing by pressurisation of corrugated gas pipes such as the one shown in Figure 4.1. Two techniques for leak identification are implemented and compared. The work clearly identifies the potential of microcontroller based systems as very powerful yet affordable real-time quality management tools.

The identification of leaks can be of the utmost importance in certain manufacturing industries. The presence of leaks in general may be of tremendous concern as they may affect human health and the environment in today's industrial world. Identifying leaks during the manufacturing cycle can lead to flaws and defects arising due to the manufacturing process being identified. The effectiveness of manufacturing plant and processes may thus be assured. This is essential if reliability improvement is being addressed and quality assurance is emphasised [4.1]. It is also essential to assess the integrity of commercial products so that their reliability and quality can be assured.

In general gas leaks can be a significant hazard to human safety, via poisoning and/or explosion. They can also represent the source of higher than required energy consumption and can lead to excessive operating costs. Their effect on the environment can also be enormous. In the application being considered here the leakage of gas from a consumer unit connecting pipe could obviously lead to very dangerous accumulations of gas. For this reason the prevailing requirement in this industry is that 100% quality checks are performed on each component immediately following its manufacture and subsequent to its final installation.
Any component designed to contain or carry a gas may be subject to a manufacturing or material fault causing it to exhibit a leakage problem. Test procedures must therefore be enacted to ensure all manufactured and assembled parts meet the standard set by the industry and the government. These tests may be conducted upon the final installation, or more sensibly, upon the components and or the subassemblies as they are manufactured.

The most common sources of leakage that have been identified [4.2, 4.3] include:

1. Filter/ regulator/lubricator assembly
2. Joints and couplings
3. Control valves
4. Fittings, hoses, and pipes
5. Thread sealants and defects arising during manufacturing processes
6. Pneumatic cylinder and pressure regulator

Many techniques have been introduced in recent years to detect and quantify the rate at which a product leaks [4.4]. Others can also locate leaks. This was evident in the review presented in Chapter 2. They can be either hardware-based or software-based techniques. Some examples of hardware-based methods include acoustic, reflected wave, bubble testing, and sniffing. Volume (or mass) balance, pressure (or flow) deviation, frequency analysis, and pressure point analysis are examples of software-based methods. However, no single method can always meet operational needs in terms of accuracy and cost. For instance, an ultrasonic-based detector can pick up ultrasound signals, usually higher than 19 kHz, generated by gasses escaping through a leak. It can however be affected by surrounding environment due to its high sensitivity. In addition, high flow rate may cause a hissing sound, which could be recognized as leak, leading to false alarms. This is very important consideration in this application. Not every technology has the capability to determine all leaks, every time in all situations [4.5]. A technique may be practical in one situation while impractical in another. Furthermore, most of the technologies available today are either expensive or time consuming. The users must be aware of the capabilities (accuracy, tolerance to environmental conditions) and limitations (response time, allowable pressure, part volume, and leak size) of each leak detection method [4.4, 4.6]. In addition, it is intended that any system
produced should be capable of being located within the process manufacturing such parts. Thus the leakage detection system becomes part of the system managing the process.

In the case of the family of corrugated stainless steel gas fittings being tested in this application, leaks are currently detected using two methods; immersion in water or sniffing. In the first method pipes are placed into a tank of water, pressurized and manually inspected to identify any escaping air. This is a cheap but manually intensive system, which presently requires between thirty and sixty seconds to detect leaks. This testing has been incorporated into the operator’s working cycle to reduce costs. It can however be subject to human error and may miss some very small leaks; thus the method is restricted to low pressure products which will be tested in situ upon their subsequent assembly into consumer units. This ensures that all resultant systems leaving the factory should reach the 100% quality levels required by their customers.

The current system does not however record failures; all reject products are retained for inspection to identify possible failure modes, but there is a delay between failure and diagnosis that can result in any process or material related problems being allowed to continue to cause quality problems. In addition no trend analysis or in depth investigation relating to the possible cause of a disturbance in the process can be enacted since the rejects are not linked to the acquisition of any process information pertaining to the conditions present at the time of the fault.

In the second, “sniffing” method, more specialised, higher value high pressure pipes are placed into a vacuum chamber and pressurised with a selected gas. Leaks are then detected using a gas spectrometer. This is a more expensive and time consuming activity, with tests taking between one and two minutes. It is however capable of providing 100% accuracy, which is a requirement in the case of these high pressure high value systems. The major concern arising from this type of system is normally related to their capital cost, with each installation costing up to £10k. This test facility should ideally be located next to the production process to support the timely diagnosis of process failings. In this instance the test facility can serve more than one manufacturing cell. Once again the approach adopted requires that the operator who oversees the automatic robotic welding processes takes responsibility for the test
procedure. In this way a greater amount of information can be gathered locally regarding the test results, and necessary process adjustments made. However more advanced integrated information management is recognized as being desirable.

To satisfy the needs of this particular installation, and more general manufacturing operations, what is needed is the development of a low-cost, effective and reliable integrated monitoring system. Such a system can be deployed on individual processes and networked to support factory wide quality management. The distributed system outlined in Chapter 3 of this research considers how the system requirements needed to support such activities can be accomplished using the currently available dsPIC Digital Signal Controllers.

4.2. Corrugated Gas Pipe Test-rig Development

The particular corrugated stainless steel flexible pipes used in this experiment were developed for a wide range of applications across the manufacturing spectrum. They are designed to transfer or to contain safety critical gases and their integrity should thus be assessed for quality assurance. The standards set by the industry and the government in regard to the amount of permissible leakage must be met. The objective of this work is to effectively determine the health of corrugated gas pipes in terms of leak occurrence as fast as possible using pressurised air. The employment of minimal electronics and transducers are emphasised.

To achieve the aforementioned objective, a test rig was designed and constructed. The monitoring method developed is based upon a leak test which considers the pressure response inside the pipe during a rapid pressurization cycle; for speed of response it was determined to base this approach on transient events. The general scheme of the leak detection system is shown in Figure 4.1(a). Its pneumatic circuit diagram is illustrated in Figure 4.1(b). The main components of this system are:
A. An air preparation unit
B. An air receiver model CRVZS-2L (FESTO Ltd., Fleet, UK).
C. A solenoid valve to control the flow of the compressed air.
D. A pressure transducer (BR 3300/1 model, Kobold Instruments Inc., UK) used to monitor air pressure inside the pipe.
E. Gas pipe under test.
F. Microchip’s dsPICDEM 1.1 platform containing dsPIC30F6014 Digital Signal Controller (DSC).

Figure 4.1(a): General scheme of the leak detection system
The air preparation unit (A) comprises a filter to trap moisture and to remove impurities from the pressurized air; a lubricator to oil the air and hence the valve to avoid stickiness as encountered in preliminary tests; and a regulator to maintain the supply pressure at a constant level. The solenoid valve (C), model SY7120-5LOU-02F-Q (SMC Pneumatics LTD), has a compact design with high flow capacity, low power consumption and long life exceeding 50 million cycles. It is a 3 way-5 port type but for the purpose of this experiment only two ports (inlet/outlet) were used while the remaining ports were sealed.

The most important part of this test rig is the dsPICDEM1.1 development board (F). Details of this platform along with the dsPIC30F6014 DSC device have been provided in Chapter 3. It is being used as a front-end node (or FEN) in the proposed system.

The pressure transducer (D), model BR 3300/1 from Kobold Instruments Inc., converts the motion of a spring into an electrical signal (a 4-20 mA analogue signal) which is then converted into a voltage in the range 0-5 V by means of an RCV420 current-loop receiver, and subsequently measured by the microcontroller using the
internal ADC converter. Fact sheets about the pressure sensor are attached in Appendix E. The output voltage from the current-loop receiver is connected to the ADC converter and the pressure signal is sampled at a rate of 256 samples-per-second. The ADC is configured for one sample per interrupt, and its clock is derived from the system's oscillator. Therefore, data is transmitted as soon as a value becomes available. One of the microcontroller's digital outputs is used for the switch controlling the valve. LEDs on the expansion board are used to represent the status of the valve and to indicate faults to the operator whenever they occur. An electronic switch using an NPN transistor was designed to control the operation of the valve. A diode was connected appropriately across the valve in order to protect both the transistor and the chip from any damage that could be caused by reverse current. The switch is controlled by the dsPIC30F6014 Digital Signal Controller. A 15V DC supply is used to power the solenoid valve.

In this application, the device clock was configured for 7.3728 MHz, yielding 7.3728 MIPS. The SPI2 module is used to send data to the LCD controller, at a rate of 230 kHz generated from the system clock. The output sample from the ADC is scaled for display on an on-board LCD screen. Furthermore, data can be transmitted to a PC at a rate of 19.2 kHz, by implementing the UART2 module. This link allowed Microsoft Excel to be used for off-line data analysis, initially to develop the monitoring system and subsequently to evaluate the effectiveness of the monitoring system in determining the health of the process. MPLAB and an ICD 2 were used for the debugging and programming of the device. A simple control algorithm is implemented in “C” language to perform this testing sequence. If the drop in pressure exceeds a threshold value, an alarm is generated to notify a local operator, and a text message showing the condition of the pipe is displayed.

4.3. Leak Detection Methodology

To develop and test the monitoring system a series of experiments were undertaken by applying four different supply pressures (1.5, 2, 3 and 4 bar) to a known “no leak” pipe. This was to investigate the effect that supply pressure had upon the set-up; the actual testing pressure inside the pipe was restricted to approximately 1 bar to protect
the product from over pressurisation. When the pressure inside the pipe reaches 1 bar the valve is closed. This testing sequence was programmed into and enacted by the dsPIC30F6014 DSC.

To simulate faults occurring during manufacturing cycles a series of pipes were drilled with calibrated holes of 0.4, 0.8, and 1.2mm. Diameter confirmation tests were also later conducted on factory supplied “reject” pipes which had been identified as faulty by the industrial standards. The acquired data for each test performed was transmitted to a PC to support the evolution of the fault detection methodologies.

The object of the approach was to determine as quickly as possible the state of the pipe under test. This was aimed, in part, at reaching a conclusion in as short a time as feasible and also at exploring the capabilities of the approach. Of these two aims the second was seen as being more informative; it is anticipated that the approach taken may be deployed to solve quality related problems under many different conditions, including some high speed applications.

Figure 4.2 shows the transient responses acquired for the tests conducted at 1.5 bar for the “no leak” case and for each of the calibrated leak pipes. Similar tests were conducted at 2, 3 and 4 bar and their transient pressure responses are shown in Figures 4.3, 4.4, and 4.5 respectively. This approach was designed to represent situations where the available air pressure may vary. The regulated test pressure however is kept constant.
The techniques proposed were intended to identify leaks based upon observing the transient "diagnostic" region of the pressure signal. To illustrate the approach used, a pair of typical pressure transients (for tests using the "no leak" and 1.2mm calibrated leak pipes for a supply pressure of 2 bar) are shown in Figure 4.6. This more detailed figure zooms in on the intended diagnostic region. The initial transient region (approximately 40 to 90 msec in Figure 4.6) can be seen to rise until the pressure in
the pipe has reached and exceeded the 1 bar cut-off pressure at which point the solenoid valve was closed and the pressure supply is cut off. There was a delay after this cut-off and any pressure drop-off in the closed system (above a certain rate) could be used to determine the presence of any leaks. The idea was to compare the pressure behaviour in "a good pipe" to those under the influence of leakage without having to analyse the dynamics of the system. The observed delay and increasing pressure phases (whilst control valve open) and the small reduction in pressure with time (post-valve closure) are however consistent with compressible flow into a volume.

Figure 4.6: A comparison of a pair of transient signals for 2 bar pressure tests.

Thus, the pressure rises to a maximum depending upon the supply pressure and the response time of the solenoid valve. The "no leak" condition is reflected by a slow decay to a level pressure; the leak condition gives rise to a steady fall (to zero if tested for sufficiently long periods) over time. The previously stated aims of this research were to determine how fast and accurately the dsPIC microcontroller could be programmed to detect leaks. In so doing it was intended that the efficacy of deploying dsPIC based monitoring systems should also be demonstrated. The underlying procedure was implemented in two ways:
Method 1 developed using a pressure drop-based approach, and
Method 2 a curve fitting-based approach.

4.3.1 Method 1: A pressure drop-based approach

In order to develop a diagnostic tool the acquired data was initially analyzed using Microsoft Excel. Before observing the difference in pressure values measured immediately after the peak value, it was found to be necessary to allow time for the transient itself to stabilize. To avoid the possibility of generating false alarms due to the noisy variations arising around the peak, a compromise was made between speed and accuracy in detecting leaks. The tenth sample from the peak, as shown in Figure 4.6, was empirically determined to be suitable as the high value from which the pressure drop can be measured over time. Method 1 was therefore started following this period of ten samples, which represents a delay of some 0.04 seconds, and the pressure drop parameter used was simply obtained by subtracting the on-going pressure values from the pressure value recorded at sample 10 post-peak.

This modified set of data based was generated using a simple algorithm programmed, using the “C” language, into the microcontroller. Using this approach data samples were acquired and the difference between the tenth sample and the current sample was measured progressively to create new set of data. Figure 4.7 shows an example of a set of modified data produced for various supply pressures applied to a known “good” pipe and a pipe with a 0.4mm leakage. The data shown also indicates the determinations made of the repeatabilities of the results at the 2 different conditions. Similar results, and clear separations of trends, were obtained for the other test conditions used.
Figure 4.7: Modified transient data analysis.

The particular case shown in Figure 4.7 was selected since it represents the situation arising for the most challenging diagnosis conditions; various supply pressures (1.5, 2, 3, and 4 bar) combined with the smallest leak (0.4mm). The Figure shows a threshold projection established for and applied to all of the different pressures used in these experiments. This threshold was determined empirically, and was selected to enable the clear separation between “healthy” and “leaking” pipes. It was determined that, using this threshold, the shortest threshold crossing period arising for pipes without leaks was fourteen samples (i.e. 24 samples post-peak) assuming no change in environmental conditions (ambient temperature in particular). To evaluate the health of the pipes it then becomes necessary to compute the pressure drop for the first fourteen samples following the tenth sample after the peak amplitude. If the set threshold was not crossed within this period a “good” pipe result was confirmed.

To test this approach a large number of experiments were performed for different configurations and the results all gave positive identifications; no healthy pipe was diagnosed as leaking and any leaking pipe condition was detected. Results of these tests are summarized in Table 4.1.
Table 4.1: Results of the pressure drop-based method.

![Table 4.1: Results of the pressure drop-based method.](image)

This work indicated that the microcontroller deployed could acquire, process and compare data quickly; no test result took longer than 200 milliseconds. As a consequence of this it was clearly demonstrated that a simple but effective method of fault detection could reliably be deployed using the dsPIC30F6014 based approach in conjunction with the dsPICDEM 1.1 development board. The conditions of the pipes under test were reflected on the LCD display and LEDs present the status of the solenoid valve and indicate the presence of leak if occurred for the operator. To further prove the applicability of a microcontroller in the context of automatic testing a more computationally challenging data modelling and analysis method was also developed and is described in the following section.

### 4.3.2 Modelling of Transient Response

Following an examination of the transient pressures arising for a range of test conditions, it was clear that the presence of a leak changed the nature of the data. It was thus decided to attempt to model these changes, in order that a more sophisticated leak detection process could be enacted on the dsPIC. Using a “least-squares” methodology, the transients of the pressure samples acquired under different
configurations were modelled using a PC based data analysis tool. The modelling was
done by dividing the response into three segments as shown in Figure 4.8.

![Figure 4.8: Modelling procedure of pressure response.](image)

In this approach different equations are to be fitted into three portions of the data as
described below. It should be noted that this modelling method was carried out only
on the first 51 samples of the pressure behaviour inside the pipes for each supply
pressure. Segment 3 is equivalent to the range shown on Figure 4.6 for “method 2”. The aim
previously set was to develop an algorithm based on the best possible fit of the response so that the health of the pipes under test can be determined in as short a
time as possible. The pressure signal was sampled at 256 Hz.

**Segment 1:**
This portion of observed data can be described by a constant which varies slightly in
amplitude and duration depending upon the applied pressure and the health of the pipe. That is, pressure inside the pipe

\[ P_k = \text{Constant} \quad \text{for} \quad 1 \leq k < k_1 \]
Segment 2:

Attempts were made to fit the second portion of data to various models. It was then found to be adequately modelled by a quadratic equation of the form

\[ P_k = a(k - k1)^2 + b(k - k1) + c \quad \text{for} \quad k1 \leq k \leq k2 \]

Segment 3:

This portion of observed data can be best predicted by an exponential equation. Hence,

\[ P_k = m(k - k2)\alpha e^{-\beta(k-k2)} \quad \text{for} \quad k > k2 \]

The modelling software provided a good indication of what type of formula was best suited for the expression of pressure behaviour inside the pipe under different operational conditions. Microsoft Excel was then used to tune the parameters a, b, c, m, a, and \( \beta \) in order to achieve the best possible curve fitting using which the sum-squared error \( (e = \sum [\text{data-model}]^2) \) is minimised. To illustrate this approach the generated models of the pressure responses for the 1.5 bar applied pressure tests are shown along with the measured values in Figures 4.9 through 4.12 respectively.

![Figure 4.9: model of 1.5 bar without leak](image1)

![Figure 4.10: model of 1.5 bar with a 0.4mm leak](image2)
The mathematical representations produced for each of the three segments using the modelling approach outlined above are shown in Table 4.2. Figures similar to those shown in 4.9 to 4.12 were produced for test pressures of 2, 3 and 4 bar. These Figures are included in Appendix B, and clearly illustrate that the developed technique can reliably model the responses occurring under each experimental set-up.

<table>
<thead>
<tr>
<th>Leak (mm)</th>
<th>Equations</th>
<th>Parameters</th>
</tr>
</thead>
</table>
| Nil       | \( p_k = 38 \)  
            \( = a(k-12)^2 + b(k-12) + c \)  
            \( = m(k-26)^a e^{\beta(k-26)} \)  
            \( \text{for } 1 \leq k \leq 10 \)  
            \( 12 \leq k \leq 26 \)  
            \( k \geq 27 \)  
          | \( a = -1.5, b = 100, \)  
            \( c = 65, m = 1230, \)  
            \( \alpha = -0.02, \beta = 0.00045 \) |
| 0.4       | \( p_k = 40 \)  
            \( = a(k-11)^2 + b(k-11) + c \)  
            \( = m(k-25)^a e^{\beta(k-25)} \)  
            \( \text{for } 1 \leq k \leq 24 \)  
            \( k \geq 25 \)  
          | \( a = -1.16, b = 100, \)  
            \( c = 112, m = 1270, \)  
            \( \alpha = -0.02, \beta = 0.0027 \) |
| 0.8       | \( p_k = 37 \)  
            \( = a(k-11)^2 + b(k-11) + c \)  
            \( = m(k-26)^a e^{\beta(k-26)} \)  
            \( \text{for } 1 \leq k \leq 26 \)  
            \( k \geq 27 \)  
          | \( a = -1.55, b = 99, \)  
            \( c = 49, m = 1230, \)  
            \( \alpha = -0.02, \beta = 0.0035 \) |
| 1.2       | \( p_k = 36 \)  
            \( = a(k-11)^2 + b(k-11) + c \)  
            \( = m(k-26)^a e^{\beta(k-26)} \)  
            \( \text{for } 1 \leq k \leq 26 \)  
            \( k \geq 27 \)  
          | \( a = -1.72, b = 102, \)  
            \( c = 40, m = 1230, \)  
            \( \alpha = -0.02, \beta = 0.0061 \) |

Table 4.2: Models' equations describing transients of 1.5 bar.

For the experiments performed when 2 bar is applied to the system, the pressure responses and their corresponding models can be seen in Table 4.3.
### Table 4.3: Models’ equations describing transients of 2 bar.

<table>
<thead>
<tr>
<th>Leak (mm)</th>
<th>Equations</th>
<th>Parameters</th>
</tr>
</thead>
<tbody>
<tr>
<td>Nil</td>
<td>$p_k = 44$ for $1 \leq k \leq 10$ $= a(k-11)^2 + b(k-11) + c$ $= m(k-22)^2 e^{p(k-22)}$ $11 \leq k \leq 22$ $k \geq 23$</td>
<td>$a = 0.24, b = 117, c = 45, m = 1384, \alpha = -0.02, \beta = 0.0014$</td>
</tr>
<tr>
<td>0.4</td>
<td>$p_k = 42$ for $1 \leq k \leq 10$ $= a(k-11)^2 + b(k-11) + c$ $= m(k-22)^2 e^{p(k-22)}$ $11 \leq k \leq 22$ $k \geq 23$</td>
<td>$a = 0, b = 108, c = 108, m = 1384, \alpha = -0.02, \beta = 0.0039$</td>
</tr>
<tr>
<td>0.8</td>
<td>$p_k = 44$ for $1 \leq k \leq 10$ $= a(k-11)^2 + b(k-11) + c$ $= m(k-22)^2 e^{p(k-22)}$ $11 \leq k \leq 22$ $k \geq 23$</td>
<td>$a = -1.55, b = 125, c = 117, m = 1400, \alpha = -0.02, \beta = 0.0052$</td>
</tr>
<tr>
<td>1.2</td>
<td>$p_k = 43$ for $1 \leq k \leq 10$ $= a(k-11)^2 + b(k-11) + c$ $= m(k-22)^2 e^{p(k-22)}$ $11 \leq k \leq 22$ $k \geq 23$</td>
<td>$a = -1.6, b = 123, c = 120, m = 1370, \alpha = -0.02, \beta = 0.0075$</td>
</tr>
</tbody>
</table>

Models of the responses of 3 and 4 bar applied pressures are detailed in Tables 4.4 and 4.5.

### Table 4.4: Models’ equations describing transients of 3 bar

<table>
<thead>
<tr>
<th>Leak (mm)</th>
<th>Equations</th>
<th>Parameters</th>
</tr>
</thead>
<tbody>
<tr>
<td>Nil</td>
<td>$p_k = 48$ for $1 \leq k \leq 9$ $= a(k-10)^2 + b(k-10) + c$ $= m(k-22)^2 e^{p(k-22)}$ $10 \leq k \leq 18$ $k \geq 19$</td>
<td>$a = 0, b = 162, c = 100, m = 1545, \alpha = -0.02, \beta = 0.0014$</td>
</tr>
<tr>
<td>0.4</td>
<td>$p_k = 45$ for $1 \leq k \leq 10$ $= a(k-11)^2 + b(k-11) + c$ $= m(k-22)^2 e^{p(k-22)}$ $11 \leq k \leq 22$ $k \geq 23$</td>
<td>$a = 1.11, b = 153, c = 90, m = 1546, \alpha = -0.02, \beta = 0.0045$</td>
</tr>
<tr>
<td>0.8</td>
<td>$p_k = 44$ for $1 \leq k \leq 10$ $= a(k-11)^2 + b(k-11) + c$ $= m(k-22)^2 e^{p(k-22)}$ $11 \leq k \leq 22$ $k \geq 23$</td>
<td>$a = 0, b = 162, c = 133, m = 1564, \alpha = -0.02, \beta = 0.0061$</td>
</tr>
<tr>
<td>1.2</td>
<td>$p_k = 44$ for $1 \leq k \leq 10$ $= a(k-11)^2 + b(k-11) + c$ $= m(k-22)^2 e^{p(k-22)}$ $11 \leq k \leq 22$ $k \geq 23$</td>
<td>$a = 0, b = 159, c = 107, m = 1531, \alpha = -0.02, \beta = 0.0083$</td>
</tr>
</tbody>
</table>

Table 4.4: Models’ equations describing transients of 3 bar
The models produced in this approach can be used to accurately represent the transient responses occurring at the different pressures. However, in the context of the wider aims of this research, they were perceived as being too detailed; it is evident that the models are very sensitive to test pressure. In the context of the flexibility required in the approach being developed this was seen as being perhaps a limitation to its application in an industrial environment where fluctuations in supply pressure may arise.

It became apparent that sufficiently accurate curve fitting could be achieved using samples of the transient response following the peak. In this way the model algorithm is simplified but the efficacy of the method is maintained, thus achieving the objective of this work.

From the peak sample, the pressure transient could be represented by an equation of the following form:

$$P_k = m.k^a e^{-\beta.k}$$  \hspace{2cm} (1)

Where $P_k$ is the sampled pressure signal,

$m$ = peak amplitude and

$k$ = sample number.
This is a more adaptable approach which can be used to facilitate the speedy diagnosis of the leak for different pressure applied to the process at different configurations. The resulting method was developed based upon keeping the value of “α” constant throughout the modelling process, whilst adjusting the decay rate “β”. This can then be used as a measure for leak detection by observing the pattern discrepancy between modelled and measured transient values.

Taking natural logarithm of both sides in and rearranging equation (1) gave:

\[
\beta = \frac{\ln(m) - 0.02\ln(k) - \ln(P_k)}{k}
\]  

(2)

It was determined experimentally that after setting \( \alpha = -0.02 \), the values of “β” could be tuned in order to achieve the best fit for the above model as close to the peak sample as possible to identify the pipe condition as fast as possible. The resulting methodology is actually based upon acquiring and analysing eleven samples after the peak, as indicated in Figure 4.6. This means that \( k = 12 \) in equation (2) where \( P_k \) is the corresponding sampled pressure value (or \( P_{12} \)). It was decided to initially consider the modelling of “no leak” situations for the development and implementation of this technique. The values of “\( \beta \)” for different pressures assuming no leaks were then determined. These are shown as the “pre-set” values in Table 4.6. An attempt was made to establish the relation between the decay rate and supply pressure as shown in Figure 4.13. This allows the distinction between the no leak situations and the leaking ones, but can not quantify the leak. An equation illustrating the changes in \( \beta \) with respect to supply pressure for the non leaking pipe was obtained. It was found to have the form;

\[
\beta = 0.0006p^3 - 0.0047p^2 + 0.0127p - 0.01
\]

(3)

where \( p \) is the supply pressure in bar.

It is possible to apply any pressure in the range 1.5 to 4 bar to inspect the integrity of pipes, but performed tests to validate Method 2 were limited to those pressure levels listed in the table.
Figure 4.13: Changes in decay rate at no leak situations.

<table>
<thead>
<tr>
<th>Supply Pressure (bar)</th>
<th>Pre-set ( \beta ) value</th>
<th>No leak</th>
<th>0.4mm leak</th>
<th>0.8mm leak</th>
<th>1.2 mm leak</th>
</tr>
</thead>
<tbody>
<tr>
<td>1.5</td>
<td>0.00005</td>
<td>identified</td>
<td>detected</td>
<td>detected</td>
<td>detected</td>
</tr>
<tr>
<td>2</td>
<td>0.0014</td>
<td>identified</td>
<td>detected</td>
<td>detected</td>
<td>detected</td>
</tr>
<tr>
<td>3</td>
<td>0.002</td>
<td>identified</td>
<td>detected</td>
<td>detected</td>
<td>detected</td>
</tr>
<tr>
<td>4</td>
<td>0.0042</td>
<td>identified</td>
<td>detected</td>
<td>detected</td>
<td>detected</td>
</tr>
</tbody>
</table>

Table 4.6 Results of deploying the modified modelling method.

Equation (3) may be used to calculate the pre-set threshold (for no leak situations) at any given supply pressure. The method proposes that, by comparing the calculated value of \( \beta \) using equation (2) to the pre-set “no-leak” threshold value, a decision can be made about the condition of the pipe. The implementation of this technique was
limited here to the simple detection of leaks. The limited number of data points precluded its implementation to determine leak size. This was because it was extremely difficult to drill wide range of holes of such small sizes. It can however be proposed that this approach may be extended to include the capability required to determine the size of the leak.

Taking all models into consideration and applying the same methodology adopted here, the values of $\beta$ for a speedy diagnosis are determined and plotted against the leak size as shown in Figure 4.14. It can be seen that data points of leak size with respect to decay rate (or $\beta$) at each pressure supplied to the system are scattered and do not provide clear indication of their relationship. The obtained data are not adequately sufficient to draw a precise conclusion of how one affects the other.

![Figure 4.14: Relationship of $\beta$ with leak size for all supplied pressures.](image)

The transient pressure traces produced by the model for each test pressure can be included within the memory of the dsPIC as a "look up table". The actual pressure values can then be compared against those values predicted by the model, associated with a given supply pressure, stored in the microcontroller memory. For instance, if 2 bar supply pressure is used to test the pipes for leak, the values generated by the associated model at no leak are evoked to see whether they match the actual traces or
not. A match indicates the non-existence of leak. The only requirement is to configure the monitoring system for 2 bar applied pressure. However, to facilitate the speedy diagnosis of a leak, this approach was evolved. The modelling technique was transferred onto the microcontroller using MPLAB C30 "C" programming compiler. Once the method was deployed on the dsPIC, pipes were tested at different pressures, and results are summarized in Table 4.6. In implementing this approach it was determined that the method was shown to be capable of detecting leaks faster than the previous one; the response time was found to be less than 150 milliseconds.

4.4 Discussion and Conclusion

In this chapter, two techniques for leak detection in corrugated gas pipes, based upon the transient analysis of pressure signals have been developed and tested. Experimental tests were conducted on calibrated pipes for various pressure and leakage configurations. To validate the proposed leak detection techniques, gas pipes identified as faulty by tests undertaken to industrial standards were also been installed into the rig and tests were performed. Eight rejected pipes were tested using both methods. These pipes were tested at 3 bar and their transient responses are shown in Figure 4.15. The outcome of these tests was found to be satisfactory. An example set of result to tests carried out on a rejected pipe is shown in Table 4.7. Method 1 was examined for supply pressures ranging from 1.5 to 4 bar, while Method 2 is tested at the modelled pressures supplied to the system during the initial development of the monitoring techniques (i.e. 1.5, 2, 3 and 4 bar). If an accurate relationship between "β" and leak size was possible to obtain as shown otherwise in Figure 4.14 above, a surface model governing pressure, decay rate and leak size can then be derived. Only then the method can be used to quantify the leak size. Both Methods can be validated over a wide range of testing pressure, providing the user the flexibility to choose supply pressure as required or based on what is available on the shopfloor. The main feature of the system is its fast response time. The condition of the pipe could be determined in 0.20 seconds using Method 1 and in less than 0.15 seconds using Method 2. There is thus practically no difference between the two methods. In fact the flexibility of the dsPIC implementation is such that both methods can be deployed and an "agreed" conclusion reached. A customized leak detection system can be made in
which the dsPIC30F6014 device has two functionalities: one is based on pressure drop; the other is based on decay rate. The LCD display provides information to local operator (health of the pipes and detection time) and facilitate a user interface so that the system can be configured for supply pressure, pressure drop and decay rate thresholds. The on-board switches are used to select the method to perform.

![Graph showing 3 bar tests](image)

Figure 4.15: Pressure transients for rejected pipes tested at 3 bar.

<table>
<thead>
<tr>
<th>Method 1</th>
<th>Method 2</th>
</tr>
</thead>
<tbody>
<tr>
<td>Pressure (bar)</td>
<td>Fault</td>
</tr>
<tr>
<td>1.5</td>
<td>detected</td>
</tr>
<tr>
<td>2</td>
<td>detected</td>
</tr>
<tr>
<td>2.5</td>
<td>detected</td>
</tr>
<tr>
<td>3</td>
<td>detected</td>
</tr>
<tr>
<td>3.5</td>
<td>detected</td>
</tr>
<tr>
<td>4</td>
<td>detected</td>
</tr>
</tbody>
</table>

Table 4.7 Comparison of the two developed pipe testing methods.
In this way a synergy of effort is afforded; if both methods indicate a leak then it is certain that there is one. The pipe leak test may then be halted, saving time and resources. It should be noted that strict testing procedures may be applied to such products. It is not intended that the method developed here should replace such tests; the aim was to stop the test if a leak was present, on the basis that it is pointless completing what may be a time consuming and expensive test if the pipe has a leak. If both methods indicate that there is no leak then the test can be allowed to run for a complete cycle as required by any associated testing procedure and or standards. Such procedures and standards may of course be modified over time to recognise the efficacy of this test as confidence in this method grows. Should the methods not agree, then again a full cycle test may be required to reach an accurate conclusion. The effect of this is that no expensive test, such as one that may use the detection of a leakage of a known gas, is undertaken on a component or assembly that has no realistic chance of passing it.

The proposed techniques, together with dsPIC platform, can thus provide a simple, economical and effective solution for detection of leaks. This research has shown much more than this however; it has demonstrated that microcontrollers, particularly the current range of dsPIC devices, have a potentially important role to play in the context of quality management systems. In this application the device acts as an autonomous fault diagnosis system. Once primed with a pipe for testing, the dsPIC initiates and controls the pressurisation process, activates the solenoid at the required test pressure, acquires and processes data, identifies the occurrence of a peak value (the trigger for the two analysis methods) and completes the test analysis. This is achieved using the analogue and digital input and digital output facilities built into the dsPIC.

When required the microcontroller can communicate with other devices in the front-end-nodes (FENs) and/or more powerful computer resources. Thus the developed system can operate either alone or in collaboration with similar systems to assess product quality and quantity, levels of faults and be used to identify failures and possible trends in manufacturing processes [4.7]. By integrating systems assessing product quality with those monitoring the process, using the architecture described in Chapter 3, it becomes feasible to have complete access all of the information needed for effective process management. The design of each dsPIC based “node” can be matched
against the monitoring and control requirements associated with its function. The number of such nodes can be varied depending upon the application being considered. Thus a truly flexible and integrated system can be deployed.

Similar systems have been developed based upon the deployment of 8 bit PIC microcontrollers. Their only shortcoming lay in the relative lack of processing power. The evolution of these devices into the much more powerful range of dsPIC microcontrollers used in this work promises to be the basis of a major step forward in automatic testing and monitoring. The adaptability and effectiveness of such an approach can thus form the basis of the next generation of quality assessment methodologies.

It is intended that in the future the deployed system can become the front end of a productive maintenance approach, under which potential process failures can be predicted and prevented. Thus the leakage detection system becomes part of the system managing the process; the faulty operation of say the robot welding station which is leading to the production of reject parts can be detected in time to prevent the manufacture of further products until the problem is removed. Local operators can be notified to take the necessary actions and/or data could be communicated via Ethernet, as suggested by the system proposed in Chapter 3, to a higher supervisory level for further fault analysis. In this way the leakage detection system can become part of an internet-enabled process monitoring and management system. This can lead to improved component reliability and reduced downtimes, thus maximizing system performance and throughput.
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Chapter 5

MONITORING OF A LINEAR ACTUATOR

5.1 Introduction

Pneumatic systems retain a dominant and important role in the field of automation for a number of reasons. They provide; low cost-to-benefit ratio, high power-to-weight ratio, fast speed of operation and are easy to maintain. Since air is the energy source, pneumatic systems provide a clean and safe environment when compared to hydraulic and electric systems [5.1]. A pneumatic or compressed air system can either be oil-free or lubricated, depending on air purification and industry requirements. The application dictates whether or not a lubricant is to be used. Oil-free applications require that oil aerosols (generated by the compressor), vapours, and moisture are removed since the oil can carbonize and form a solid substance causing air devices to malfunction [5.2]. Lubricated systems on the other hand use oil to alleviate friction between moving parts. An air receiver is a fundamental component in pneumatic systems to stabilize pressure.

Traditionally, the main purpose of deploying pneumatically driven systems in the industry is to perform position control, especially in robotic manipulators, end effectors and grippers. However, pneumatics exhibit highly nonlinear characteristics resulting from the compressibility of air and friction which arises in cylinders. Valves, in general, contribute further nonlinearity to the system. Moreover, the compressibility of air introduces a dead time (or delay) in the system's response [5.1, 5.3]. Air losses in cylinders and transmission lines add more complexity to such systems [5.4]. These factors can make it difficult to achieve accurate position control without the use of some added sensors.

Recent advancements in pneumatic technology along with the technological advancement in embedded systems such as the Microchip's dsPIC digital signal controllers make it possible to consider that control algorithms can be employed to
control actuator motion. It may represent an ideal solution for applications in confined and hazardous spaces. This chapter describes research undertaken to engineer such a system.

A pneumatic actuator is "a device which translates the energy from a compressed air supply into a linear or rotary movement" [5.5]. It provides the means by which specific tasks such as clamping, pressing, lifting, picking and placing, filling and ejecting are performed. Rapidly changing market requirements in recent years are a driving force towards the introduction of a wide range of actuators that are compact, powerful and efficient devices [5.5, 5.6]. These include single and double acting cylinders, single and twin rod slide units and rotary actuators. The movement may be linear (on a single axis) or rotary. In a single acting cylinder, air is applied to the piston on one side while a spring on opposite side of piston provides the return motion. In the case of double acting cylinder, air pressure is applied on one side for extracting and the opposite side for retracting. Pneumatic actuators are suitable for light-to-medium loads and are widely used in many applications. They can be found in manufacturing performing tasks like the movement of parts and in assembly operations. In the medical sector, they may be part of drilling or cutting tools. Moreover, suction and clamping functions in medical systems are often carried out by means of pneumatic actuators. Robotics also employs these devices to perform specific tasks. For instance some robots use a linear actuator for leg-lifting and arm-extending during its movement [5.7,5.8]. Pneumatic actuators are deployed in the agricultural sector for harvesting. Modern pneumatic systems areas of activity include the food industry, the milk-processing industry as well as the packaging and material-handling industry, electronic and pharmaceutical industries.

Figure 5.1 shows a variety of current pneumatic actuators. The cost of such devices varies with the size of cylinder, the stroke length and other add on features including cushions, stop screws, sensors and connecting cables. The impact of hard metal-to-metal contact manifests in the form of wear, vibration or bouncing of surfaces and noise which can be irritating. These factors can be eliminated by decelerating the piston at the end of stroke using cushions, thus enhancing the operating life of the actuator's components and improving its performance [5.9]. Sensors on the other hand provide the required information about the process.
The piston-type double acting is amongst the most commonly used linear actuators and is thus the type of device being considered in this research [5.10]. This device costs around £444, inclusive of cushions.

Figure 5.1: Various types of pneumatic actuators; adopted from [5.6,5.11,5.12].

This research project considers the development of a monitoring system for a linear actuator which is able to identify the precise end of slide or size of products in an automated process. Minimizing the number of sensors used by making it intelligent and cost-effective are fundamental requirements.

5.2 Experiment set-up

The test rig designed to support this work has been introduced in Chapter 4, with the addition of the actuator device shown in Figure 5.2. The linear actuator used is a Meto-Fer ® slide unit (mini linear unit ML13). Its supporting fact sheet is listed in Appendix C.
This unit has low friction, can operate at high speed and has a precision in slide motion, providing repeatability equal to ± 0.01 mm. It can provide a stroke up to 100 mm, apply loads up to 196 N, and operate at pressures in the range 3 - 8 bar. It has a piston diameter of 12 mm [5.13]. In addition, the manufacturer has a patented "stop system", which is shown in Figure 5.3, consisting of a stop screw with a locknut and a dedicated sensing element. The stop screw is made with fine threads allowing precise adjustment of the mechanical end-position of the slide motion, while a locknut is used to secure the screw in its adjusted position. It contains a spring and a hardened stopping pin, which operates the plug-on sensing unit once it’s driven to the defined end-position. The sensing element, however, has to be powered. The electronic sensor used in this experiment operates with a supply voltage ranging from 8 to 30 VDC, with a maximum load current equal to 200 mA. The proximity switch (sensor) provides a simultaneous feedback and has options to provide an output in electrical,
The stated features of the stop system make it a good and cost-effective choice to facilitate monitoring of the positioning of the slide unit or gripper during pick-and-place operations. The actuator used in this experiment can only provide a stroke up to 75 mm, and the sensor type (QE-022) gives an output in electronic format. This linear actuator system was installed into the existing rig, as described in Chapter 4. A solenoid operated on/off control valve permits the flow of air into one chamber of the cylinder allowing the extension of the slide unit. Air flows into a second chamber for the return of the slide unit.

5.3 Monitoring System Development

The monitoring system was developed based upon the data acquisition and processing capabilities of the dsPIC digital signal controller. It was intended that the resulting system would be flexible and provide monitoring information for a range of applications and configurations.

As previously outlined the operating pressures for the chosen actuator range from 3 to 8 bar. It was possible to carry out this work at supply pressures of 3 to 7 bar (gauge), the highest available pressure, to investigate the performance of the slide unit (or actuator) over a range of pressures. The intention of this research was to produce a monitoring system that operates at any pressure within the range. This accommodates any possible set-up of the system. The experimental procedure adopted in this work requires that supply pressure is initially set to a specific level. A set of objects with various lengths are used to simulate the end of stroke or end position as shown in Figure 5.4. The object is placed to limit the stroke and the end position is measured from the left (from point "A"). To clarify, zero end position means full stroke. At a given supply pressure, the time taken by the slide unit to reach an object is measured. A relationship between the travel time and end of stroke can then be realised. In this way, a time based monitoring system can be developed. If the travel time at a specific
supply pressure and intended end position does not match to a defined tolerance the
pre-set value, assuming the same operating conditions, a faulty situation is indicated
to the operator.

To develop a robust and flexible monitoring solution, the system was evolved through
three stages;

- In the first case, two limit-switches (S1 and S2 in Figure 5.4) are used to
  monitor home and end positions of the actuator.
- In the second, one limit-switch (S1) monitoring the home-position in addition
to the pressure response at the inlet of the actuator.
- Finally, the pressure transient signal alone is monitored. Each approach is
discussed in detail in the following subsections.

Figure 5.4: The actuator set-up.

Key: End position measured from “A”; the zero coordinate.

S1 and S2 indicate home and end positions respectively.
5.3.1 The two limit switch based approach

In this approach, both extension and retraction times were monitored. The dsPIC30F6014 device was configured to operate at a 7.3728 MHz clock frequency (Fcy). Signals from the limit switches installed on the slide unit were also monitored. An operational amplifier was used to make these signals TTL compatible and suitable for interfacing to the dsPIC. The Timer 1 module on the dsPIC30F6014 was used to measure either the time taken by the slide unit in the actuator system to extend from the home position to the end position or to retract back to its home position. The measured time interval was sent to the LCD display on the dsPICDEM 1.1™ development board. Polling the input pins to detect the rising and or falling state indicated which event was to be recorded. Timer 1 (16-bit) was used to count the number of instruction cycles consumed between the falling state (off state) of the "home position" sensor (S1) and the rising (on state) of the "end position" sensor (S2), as shown in Figure 5.5.

![Figure 5.5: Limit switches states during cycle operation.](image)

This gives;

\[
\text{Travel time (milliseconds) = } \left( N_{2r} - N_{1f} \right) \times \text{prescalar} / Fcy
\]

(5.1)

where \( N_{2r} \) and \( N_{1f} \) are the integer timer values.
While \( F_e = 7372.8 \text{ kHz} \), the pre-scalar was set to 256 in this experiment to achieve a maximum possible timer period of 2.27 seconds (that is \( 65535 \times 256 / 7372800 \)). The dsPIC30F6014 has five Timers, two of which can be paired to form a 32-bit counter or timer if required. The 16-bit timer however was more than sufficient for the entire cycle period in this application. The measurements indicating the relation of travel time to the end position at specific supply pressures are plotted in Figure 5.6. Each test was repeated a number of times to confirm consistency in measurement. The measurement was observed to be repeatable. Thus, the curves produced are the result of single measurements.

The UART1 module on the dsPIC was implemented to send counter values to the PC to verify various events occurring during the cycle operation of the slide unit. LEDs on the dsPICDEM 1.1 development board were used to indicate the occurrence of events such as the state of the solenoid valve and proximity sensors. The solenoid valve is controlled by the dsPIC through an electronic switch. The on-board switches were also used to select program functions via a menu displayed on the LCD screen.

![Figure 5.6: Extending travel time measurements at various supply pressures.](image)
The time taken by the slide unit to retract to its original position (or home position) was also measured, and calculated using:

\[
\text{Return time (milliseconds)} = \left( N_{1r} - N_{2r} \right) \times \text{prescalar} / F_y
\] (5.2)

The curves representing the return time intervals of the slide unit as measured by the dsPIC at various pressures applied to the system are shown in Figure 5.7.

![Figure 5.7: Measurements of retracting travel time at the tested pressure levels.](image)

By observing the trends in acquired data, the slide unit movement was seen to be sluggish at low pressures particularly 3 bar, the lowest operating pressure. One can say that the actuator may be experiencing some stiction at this level of supply pressure, which leads to the apparent fluctuations in travel time measurements. The relationship between travel time and end (of stroke) position however is almost linear at supply pressures above 3 bar as the actuator overcomes the friction forces. The observed trends can be confirmed by simple system dynamics considerations. The actuating force depends upon the supply pressure and the actuator cross sectional area (constant). The movement can be considered to be opposed by a viscous damping effect, with no spring return force in this case. These considerations thus confirm that
the actuator velocity will be constant and that the travel time reduces with increased supply pressure, assuming the load force does not change. The travel time also increases with the length of stroke at any given supply pressure.

To simplify the implementation of the system to detect the size of the object (or end position), it was decided to model only the trends in travel time with respect to the end position for each of the particular pressures applied to the system as indicated in Figure 5.6. This was accomplished using Excel software. The best possible curve fitting was then determined for the case of travel movement using a least squares methodology. The set of models representing such curves are listed in Table 5.1. Similar methods can be followed to produce the set of models for the return movement of the slide unit, if desired.

<table>
<thead>
<tr>
<th>Pressure (bar)</th>
<th>Fitting formula: ( T = Ax + B ) where ( T ) = travel time in (msec), ( x ) = end position or object size in (mm)</th>
<th>Goodness of fit ( (R^2) )</th>
</tr>
</thead>
<tbody>
<tr>
<td>3</td>
<td>( A = -0.633, B = 67.265, )</td>
<td>0.9</td>
</tr>
<tr>
<td>4</td>
<td>( A = -0.495, B = 53.787, )</td>
<td>( \approx 1 )</td>
</tr>
<tr>
<td>5</td>
<td>( A = -0.39, B = 46.91, )</td>
<td>1</td>
</tr>
<tr>
<td>6</td>
<td>( A = -0.36, B = 42.93, )</td>
<td>1</td>
</tr>
<tr>
<td>7</td>
<td>( A = -0.335, B = 39.656, )</td>
<td>1</td>
</tr>
</tbody>
</table>

Table 5.1: Models of travel time measurements at various supply pressures.

The correlation between actual and predicted values was found to be very strong especially at supply pressures above 4 bar. The linear model represents the actual measurements accurately. This method is limited to the pressures applied to the actuator system. In other words, this approach applies only to those levels of supply pressure used in the initial development and testing of the monitoring system. However, a generic monitoring system is conceived and presented in the next
subsection. This approach considers modelling the data obtained to yield a “surface model”. Hence, the monitoring system is not restricted to the specific operating pressures used in this experiment. Any pressure in the range 3-7 bar may be applied to the pneumatic system.

The developed mathematical formulae may be implemented in several ways. One approach that was taken was to form lookup tables which are stored in the dsPIC memory for a set of particular objects or end positions. For each supply pressure, a lookup table may be generated and programmed onto the microcontroller. Whenever the actuator is to perform an operation, the monitoring system can be configured for a specific supply pressure and part sizes or end positions. The measured time can then be compared to those in the lookup table to identify the end position or object size. To implement the associated formula of a particular supply pressure for a desired end (of stroke) position in a repeated process is another way in which an algorithm containing this formula may be downloaded into the dsPIC memory. For instance, if the actuator system operating at 5 bar is to slide up to a limit of 5 mm, the best and easiest way to implement it is to use the designated (or prediction) formulae in a simple program to create a pre-set travel/return time values and compare them against the actual measurement. If they agree to within an acceptable tolerance the object or end position can then be recognized as the correct or desired one.

It is to be noted that the actuator inhibits high uncertainty in predicted values at 3 bar. In many industrial applications it is however possible that the slide unit travels a fixed distance, keeping the object size or end position the same at all time. The only requirement is to set end position and operating pressure. An algorithm based up on multiple supply pressure along with various end positions may also be implemented if required.

In order to increase the flexibility of this process, an attempt was made to fit the data into a single formula representing the travel/return time behaviour with respect to the end of slide position at any supply pressure. This leads to a comprehensive surface model for the actuator’s travel and return time; thus allowing even for a wider range of pressures to apply to the pneumatic system. In simple terms, 4.25 bar or 5.5 bar may be used as the operating pressure. Furthermore, this approach provides the
capability to detect faults in the process whenever they arise before the cycle is repeated; hence, saving energy, time and providing the potential to optimize performance. When required to act the operator can halt the operation and make the required inspection. The fault may be a result of the process undergoing leakage, blockage or end of stroke and/or operating pressure need to be correctly reset. There is also a possibility that the object operated on is being the wrong one.

Curve-fitting software was used to obtain the surface model through a least squares technique [5.15]. The software implements Levenberg-Marquardt (LM) algorithm, which is an iterative method, to fit the actual data to a model while the mean squared residual is kept optimum [5.16]. The surface model function was found to be of the form,

$$ z = \frac{A + x}{B + Cy} + Dy $$  \hspace{1cm} (5.3)

Where,
\begin{align*}
  x &= \text{end position in millimetres}, \\
  y &= \text{applied pressure in bar}, \text{ and} \\
  z &= \text{travel time in milliseconds}.
\end{align*}

The modelling procedure converges after eight iterations, and the parameters were estimated. It was then exported to Excel to tune the parameters so that the best possible fit is achieved. Figure 5.8 shows the surface of travel time measurements. The estimated parameters are listed below:

\begin{align*}
  A &= -97 \text{ mm}, \\
  B &= -0.176 \text{ mm/msec}, \\
  C &= -0.456 \text{ mm/(bar.msec)}, \\
  D &= 1.48 \text{ msec/bar}.
\end{align*}

A quantitative value or goodness of fit ($R^2$) that describes how well the model fits the data is calculated. This measures the correlation between observed data and predicted ones and was found to be equal to 0.998. It indicates that the variation of the actual data to the estimated model curve is very small. To evaluate the surface model further, one can look at a critical value table of the correlation coefficient ($r$).
If a probability \((p)\) level of 0.05 is assumed in this research experiment, as commonly used in academic research, it can be said that repeating the experiment a 100 times would lead to the same value for the correlation coefficient 95% of the times [5.17]. In other words, the likelihood that the same value of \((r)\) occurred by chance is 5%. To verify the goodness of fit, there is a need to determine degree of freedom. That is the number of data sets (60 in this experiment) minus the number of parameters (4 parameters) used to fit the data to the model formula (equation 5.3). The calculated \(r\) value \((r = \sqrt{R^2} = 0.999)\) exceeds the tabulated one \((0.250)\) at 0.05 probability level. It also exceeds the tabulated value for \(p = 0.01\) (that is 0.325) [5.17]. Therefore, it can be stated as 99% confident that the model performance is highly efficient.

![Figure 5.8: Surface of travel time measurements.](image)

A plot of the actual measurements against expected values provides further evidence that equation (5.3) gives an adequate description of the actual data. This is illustrated in Figure 5.9. The linear relationship reflects the superiority of the fit. The maximum difference obtained was \(\pm 1.1\) msec. A tolerance of \(\pm 1.5\) msec indicates that any measured time lies within an acceptable band as shown in the Figure.
This model was then deployed onto the dsPIC in order to achieve an on-line, real-time system and tests were performed at the stated tolerance, yielding positive outcomes. However, its sensitivity to operating conditions, particularly ambient temperature and the operator setting of applied pressure should be recognised.

![Graph showing quality of the fitting model for travel time surface.](image)

Figure 5.9: Quality of the fitting model for travel time surface.

Similarly, the return time measurements were modelled and found to follow equation (5.3) really well. The estimated parameters and correlation coefficient are listed below.

- $A = -95.14$ mm,
- $B = -0.5$ mm/msec,
- $C = -0.42$ mm/(bar.msec),
- $D = 1$ msec/bar, and $r = 0.999$ which is highly significant from a statistical point of view. The surface representing the return time measurements as well as the variations between actual and estimated time values are shown in Figures 5.10 and 5.11 respectively. It shows that the model fits the retraction time intervals of the slide unit precisely. The tolerance in this case was set to $\pm 1$ msec as shown in Figure 5.11.

This approach has the advantage of allowing the process to be monitored during both extension and retraction of the linear actuator. Based upon the tolerances established, if a fault occurs, an alarm is generated to bring it to the operator's attention before the
cycle is repeated. The process can be inspected to rectify what went wrong at an early stage, thus improving productivity and optimise operational cost.

![Figure 5.10: Surface of the return time measurements.](image)

![Figure 5.11: Model variation with actual measurements of the return movement.](image)
5.3.2 One limit switch and pressure based approach

This approach was conceived to deal with the case where only one limit switch, representing home-position (S1 in Figure 5.4), is installed onto the actuator system or if the user prefers such a set up. In this case, to monitor the movement of the actuator, it is necessary to install a pressure transducer. The pressure sensor provides measurement of the pressure signal at the inlet to the cylinder of the slide unit during its operation in an automated process. By acquiring the pressure response, it is actually possible to determine many important features. It gives a view of the whole process. If, for example, there is leakage or blockage in the pneumatic system, it will be manifested in the pressure signal. Leakage and blockage affect the performance of the system, but with monitoring in place the operator can be alerted to take action. These possible faults in the process have a great influence on the travel and return times of the slide unit.

The author considered the extension movement of the actuator; the retraction movement may be investigated if required, but was not considered in this research. The stated aim is to detect the end position or size of object being operated on in the process. That is attainable once the time required by the slide unit to travel from home to the point it reaches an object (end of stroke) is measured. In this set up, the moment the slide starts leaving the home position is easily determined by the signal from the proximity switch. But the challenge is to detect the instance when the slide unit reaches its final position with any digital input. It is even more challenging to be able to decide the possible beginning and end of stroke from the pressure response alone.

The data leading to the development of a technique capable of identifying the slide end position or the object size was initially acquired using the dsPIC digital signal controller. The output signal from the pressure transducer was in the form of a 4-20 mA current signal. A current-to-voltage converter was used to convert the signal has to be in the range 0-5 VDC. The ADC module on the dsPIC30F6014 device was configured for a sampling rate of 2 kHz. The sample value at which the limit switch (S1) changes state, as previously described and shown in Figure 5.5, is recorded and stored as a variable in the dsPIC memory. In addition, the pressure samples were
recorded and stored in an array. Data was then transmitted to a PC for analysis. This was accomplished by configuring the dsPIC serial communication module (UART1) to send data to the PC once an individual test is complete. Tests were carried out on supply pressures ranging from 3 to 7 bar using various object sizes.

An example cycle with the linear actuator tested at 5 bar supply pressure, while the object operated on at the end position of 20 mm dimension, is illustrated in Figure 5.12. The LCD display in conjunction with press button switches available on the dsPICDEM 1.1™ demonstration board provided an interface with the rig and the acquisition system (the dsPIC30F6014 chip) to initiate the test, and monitor various stages in the process such as the state of the proximity switch. LEDs represent the state of the valve and indicate when data collection was complete and ready for transmission.

![Figure 5.12: Data at 5 bar and 20 mm end position.](image)

The effect that compressibility of air has on the response is apparent. It leads to a delay in pressure transient response. The response time of the solenoid valve also contributes to the delay. Once the valve is triggered, it can be seen that air pressure takes some time to build up to provide sufficient force to push the slide piston from its home position (the home-position change of state as shown in the example of Figure...
5.12 occurred approximately 30 msec post-triggering). The transient overshoots, then settles during the motion, but once it reaches an object a resistance is created. The bouncing of metal surfaces generates a decreasing oscillation in the pressure signal, which dies out with time. As soon as the valve receives the signal to close (after approximately 225 msec for the Figure 5.12 example), air exits the cylinder to the atmosphere depending on the valve’s response time and the measured inlet pressure falls rapidly to zero. Reflection points in the pneumatic circuit such as valves and joints generate pressure waves which propagate in the opposite direction. It was observed that 400 Hz was the dominant frequency component in the pressure transient response. This frequency can be roughly computed as

\[ f = \frac{c_0}{2L} \]

Where \( c_0 \) is the velocity of sound in air; \( L \) may be considered as the length of connecting tube between the valve and the sensor which is about 45 cm. Hence, at ambient temperature (20°C), \[ f = \frac{343 \text{ m/s}}{2 \times 0.45 \text{ m}} = 381 \text{ Hz} \]

By observing the pressure transient response, it was determined that the high frequency component of the oscillations should be removed, so that more useful information can be obtained. A moving average or smoothing filtering process to extract the dominant component information was thus applied to the signal. Moving average filters are efficient, fast, simple and easy to implement in comparison with other filters such as the finite impulse response (FIR) [5.18]. And devices such as the dsPIC now have sufficient processing power to support such algorithms. The filtered signal (5 bar supply pressure) for a sliding position of 20 mm is shown in Figure 5.13. Careful investigation of each pressure response at different end of stroke positions (point of contact with various objects) led to the realisation that the squared rate of change values (considered only from the first detected minimum point “m1”, in the \( TT_1 \) zone, onwards) rise above a certain level. This important calculated parameter, shown as the \( \text{(r.o.c)}^2 \) trace on Figure 5.13, proved to be useful in this and later sections of the research. For example, they seem to exceed the proposed 400 (ADC value) threshold level once contact with an object is made (when the slide unit undergoes a test at 5 bar in this case). The minimum point “m1” can easily be determined by
observing the first sign change in the rate of change value within $TT_1$ zone. Therefore, the extension time ($TT_1$) is computed as the difference between contact time and home position time. That is,

$$ TT_1 (m\text{sec}) = \frac{N_c - N_h}{\text{sampling rate}} $$

(5.4)

Where, $N_c$ = sample number when $(r.o.c)^2 \geq$ threshold; $N_h$ = sample number at home position and sampling rate = 2 kHz.

This procedure was applied to the data file for each supply pressure acting upon multiple objects. Different threshold levels, according to the prevailing test conditions, implemented in this technique are summarised in Table 5.2. The travel time ($TT_i$) intervals were computed and plotted against end position or object size as shown in Figure 5.14. This indicates that the travel time follows an almost linear trend as a function of the end position. There however exist small variations at some end positions.

Figure 5.13: Processed data at 5 bar and 20 mm end position; $TT_1$ = travel time.
Pressure (bar) & Threshold (ADC unit)

<table>
<thead>
<tr>
<th>Pressure (bar)</th>
<th>Threshold (ADC unit)</th>
</tr>
</thead>
<tbody>
<tr>
<td>3</td>
<td>250</td>
</tr>
<tr>
<td>4</td>
<td>300</td>
</tr>
<tr>
<td>5</td>
<td>400</td>
</tr>
<tr>
<td>6</td>
<td>400</td>
</tr>
<tr>
<td>7</td>
<td>400</td>
</tr>
</tbody>
</table>

Table 5.2: Threshold levels applied in data analysis.

Figure 5.14: Relationship of extension time to end position at various pressures.

The monitoring system can be effective if it is made generic so that the actuator may be monitored at any supply pressure. Based up on the method developed in this approach, a function modelling travel time measurements may be derived. That is, a surface model representing travel time intervals as a function of supply pressure and end position. The same tools and modelling procedure discussed in the previous section were applied and an optimised model was achieved. Key features of the surface model include a highly significant correlation coefficient of 0.998. An adjusted correlation determination (or $R^2$) close to unity was determined. The formula
representing the surface was found to be similar in structure to equation (5.3). The parameter estimation led to the following values: \( A = -111.5 \) mm, \( B = -0.544 \) mm/msec, \( C = -0.4376 \) mm/(bar.msec), and \( D = 1.6 \) msec/bar. Figure 5.15 and Figure 5.16 illustrate the surface and the quality of its model, respectively. The maximum variation was found to be \( \pm 1.2 \) msec. Therefore, a reasonable tolerance was established and is shown in Figure 5.16. Testing this approach was performed at \( \pm 1.5 \) msec tolerance and the outcome was positive. This approach still has some disadvantages especially in terms of configuration (or set up) cost. A proximity sensor plus a pressure sensor add more to the operational cost. Each sensor required some conditioning circuitry. To provide some flexibility and allow the user to choose the preferred setting, a more challenging technique based only on a pressure sensor is presented in the next section.

Figure 5.15: The surface representing extension movement.
5.3.3 A pressure based approach

This third approach proposes the deployment of a pressure sensor to monitor the pressure transient at the inlet to the actuator’s cylinder. Since no limit switch inputs are required, the cost of monitoring system is minimised whilst providing a wider vision about the process being monitored. As mentioned earlier, through the pressure signal measurement, many faults arising during an operation can be detected and isolated. It should be emphasised again that the extension movement of the slide unit only is being considered.

The approach taken to developing this monitoring approach follows on from the previous ones. The additional and real challenge in this configuration is to determine from the transient response a point where the process (motion) may start. That is the possible beginning of the movement of the actuator. The travel time intervals can then be computed as the difference between the point of contact and this point. The dsPIC device has the processing power and mathematical capability to easily identify the peak sample. As a rule-of-thumb, the author assumes that the peak sample of the pressure signal can be used to mark the start of the motion. It was observed in the
acquired pressure signals that the peak sample occurs at an almost fixed time, assuming same pressure is applied to the system. It is accepted that this represents a slightly different point in time to that at which the home limit switch changed state. However the consistency of the results and the need to calculate the overall response surface are deemed to make this an acceptable approach. Therefore, the travel time of the slide unit is computed as indicated in Figure 5.17. The Figure shows both the filtered pressure profile and the computed squared rate of change \((\text{r.o.c})^2\) parameter.

![Figure 5.17: Travel time \((TT_2)\) computation at 5 bar and 20mm end position.](image)

This gives;

\[
TT_2(\text{msec}) = \left( \frac{N_c - N_p}{\text{sampling rate}} \right)
\]  

(5.5)

Where, \(N_p\) = peak sample number; \(N_c\) = sample number when \((\text{r.o.c})^2 \geq \text{threshold}\).

The trends in the computations of travel time in relation to the end position for the various supply pressures are shown in Figure 5.18. It is clear that the variation in the dependant variable (travel time) with the changes in the independent variable (end
position) is largely linear. The plots demonstrate that the technique can work well in situations where only the pressure transient signal is available. This is probably the normal case in applications involving such devices in the industry.

![Graph](image)

Figure 5.18: Travel time in relation to the end position at various pressures.

Similar to the previous approaches, an attempt was made to produce a model for the conceived surface that represents the extension movement. Figure 5.19 shows such a surface, which relates travel time of the slide unit to the changes in its end position and the supply pressure. The best fit was attained and found to obey equation (5.3) precisely. The fitting parameters are: \( A = -102.34 \) mm, \( B = -0.534 \) mm/msec, \( C = -0.433 \) mm/(bar.msec) and \( D = 0.9 \) msec/bar. The actual surface and the model were found to be correlated rather well. Their computed correlation coefficient is 0.998, which signifies the model performance. The model performs well in the estimation of travel time as compared to the time obtained from information extracted from the pressure transient. In addition, more statistical quantities that solidify the quality of the fit include a standard deviation in actual measurements equal to 8.468 msec while that in estimated ones equates to 8.471 msec. Further evidence to illustrate the effectiveness of the fitting process may be induced from Figure 5.20. It shows that the
deviation between predicted travel time and the time obtained from real data is very small. The maximum was found to be equal to ±0.9 msec, but testing to validate this method was carried out, with ±1.2 msec tolerance as shown in the Figure, giving a good outcome. These features support the deployment of a simple pressure based algorithm implemented on the dsPIC as a potential solution in order to monitor the movement of the actuator.

Figure 5.19: Surface obtained from the pressure based methodology.
Figure 5.20: Quality of the fit explained by minor variations.

5.4 Summary

Three techniques were proposed in this chapter to enable an effective and flexible monitoring of the linear actuator; the configuration of each however has its advantages and limitations. The first with two proximity sensors provides the capability to monitor both extension and retraction movements of the actuator system or slide unit. If a fault is not detected during the extension of the slide unit, it would be spotted in the return motion. The process may then be stopped and wasted energy is avoided, while the quality of products is maintained. The second method proposes the deployment of a single proximity sensor in addition to a pressure sensor; thus adding more to the cost of the system monitoring the process. The third approach being, a pressure dependant method only, optimises overall cost through reduction in electronic circuitry and sensors. Observing the pressure signal is argued to give more insight into the whole process. Additionally trends in pressure response may lead to symptoms of various known faults such as leakage and blockage, which hinder process performance.
A dsPIC-based system can be an effective and cost-optimized solution in the monitoring of the actuator systems deployed in industrial environments. It is actually an ideal and well suited solution for applications in confined spaces and in situations where human life could be harmed. The proposed methods provide the basis for a low cost, intelligent, compact, and generic system to monitor linear actuators. It has the capability to identify the size of the object it is dealing with, and to recognise the precise end of stroke or end position.

Upon deployment the operator can run some test cycles to calibrate the system and if required make adjustment to the estimation parameters to suit the application in hand. The proposed monitoring system may represent a work cell on the factory floor and is connected to the system managing the process. It may also represent one of many actuator systems performing variety of tasks; all are linked to a management system via a LAN network or the internet. Any fault arising in the process is reported to the operator so that a prompt action can be taken, thus reducing operational cost and optimizing performance.
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Chapter 6

PARALLEL GRIPPER MONITORING TASK

6.1 Introduction

Advances in automatic control together with developments in the design of automation systems led to the evolution of robotics. The term “robotics” implies the study, design, manufacture and application of robots [6.1]. A robot is defined as “a reprogrammable multifunctional manipulator, designed to move materials, parts, tools or specialized devices through variable programmed movements to carry out specified tasks [6.2]. For the performance of repetitive tasks in particular, it was thought that robots could be ideal solutions through which workers are ity of robots [6.3,6.4].

Robot systems were typically deployed in automotive and manufacturing industries; thus allowing for many production processes to become automated. The integration of robots into a production line offered many advantages. It raised the quality of end (consumer) products, and led to better quality control and provided increased adaptability to ever changing demands. Additionally, major advantages are seen in the use of robots in the area of exploration which may involve work being carried out reliably in harsh environments such as outer space, radioactive regions, underwater and environments of unendurable temperatures [6.5,6.6,6.7]. Some robots are made for general-purpose use where they can be reprogrammed to perform an array of tasks. Others are special-purpose robots that although fast and efficient, can only carry out a very limited number of tasks [6.2]. In most cases, sensors must be installed into a robot system to provide it with the capability to react and adapt to varying conditions.

Technological advancements have led to the application of robots in almost every industry including medical, pharmaceutical, agricultural, packaging and electronics.
The diversity of tasks assigned to a robotic gripper include, but are not limited to, surgery, drug discovery, parts assembly, pick-and-place operations, welding, painting, harvesting, cleaning, product inspection, and testing [6.8,6.9,6.10]. This proliferation in the deployment of robots can be attributed to a number of factors, including their ability to undertake tasks on high speed/high volume production lines in a safe and cost effective manner. Advances in robotics leading to improvements in accuracy and efficiency increased robot multitasking and flexibility (or adaptability) [6.10,6.11].

An important component of a robot system is the gripper, which is connected to the end of its arm and is often called the end-effector. It is defined as “the device that enables the holding of a part or an object to be manipulated” [6.12]. It actually provides the robot with the capability to interact with other objects, thus allowing for the grabbing and moving of a part from one place to another. Grippers can be pneumatic, vacuum, hydraulic, or electric depending on the source of power by which they operate. The most widely used however are pneumatic [6.1,6.10]. Each category has its advantages and limitations and their adoption is usually determined by the application. For example, hydraulic grippers offer the strongest grasping force so care must be taken when handling the part so as not to harm it or the gripper fingers. They can be slow when compared to pneumatic ones. Both types require that part and gripper are precisely aligned, while an electric gripper can be programmed to grab an object positioned not necessarily at the gripper’s centreline.

Grippers or end-effectors come in different styles (2 or 3 fingers), and sizes (length of stroke or opening) that allow for the selection of a design as required by the application. They can also vary with regard to the gripping force that can be applied. This is governed by the shape of the gripping fingers which may form either an encompassing or a friction grip. A friction grip relies entirely on the force exerted (by the air pressure supplied to a pneumatic system for instance) by the gripper fingers on the part being grasped. The contact it makes with a part is less as compared to an encompassing grip and therefore usually requires more force to hold the part. An encompassing grip adds stability and strength by encircling the part with its fingers, creating more contact with it [6.13]. In either case, to release a part the fingers would have to be driven open.
Grippers can also be differentiated in terms of the motion of their fingers or jaws in relation to the gripper body. Possible options include parallel, angular, or rotary which combines a rotation function to motion. Figure 6.1 illustrates various types of grippers. Angular grippers, whose jaws move to open or close in an arc type of motion toward the central axis of the gripper, are suited for applications where space is limited. A two-finger parallel gripper, similar to the one used in this research with encompassing grip, is the most popular design, particularly for the gripping of round objects. In a parallel gripper, the jaws or fingers move linearly (on the same axis) and simultaneously, to open or close. They are suited for a large number of applications due to their accuracy [6.12]. Additionally, parallel or linear grippers are versatile, and can be assigned to pick up parts of various size and shape to and from a variety of places [6.16]. The implementation of linear grippers in a production line can lead to reductions in production time and can increase throughput. In addition, product quality and profits can be enhanced due to the deployment of such grippers [6.17].

The selection of gripper to be deployed is mainly determined by the application. One type may be right for a specific application, but would not be preferred for another. Grippers can also be custom made to suit the requirements set by specific tasks. Gripper features such as style, type of motion, speed, gripping force and the ability to “hold on” to the part being grasped are major considerations involved in the process of design [6.16]. This level of detail is considered to be beyond the scope of this research project. The focus of this work is to develop a cost effective and intelligent monitoring technique allowing the detection of objects being gripped and the identification of their size. The methodology to attain this objective is based upon the use of a dsPIC digital signal controller, and is presented in the forthcoming sections. The approach makes use of an industrial pressure sensor which is deployed to measure air pressure at the inlet (this will be clarified in the next section) of a two-finger gripper. The system monitors the performance of the gripper undertaking an assembly or pick-and-place task. It is proposed that such an operation could be affected by faults arising during the process. Effects of known faults that might occur in pneumatic systems such as leakage, blockage, and defect seals are considered and the efficacy of the monitoring system in fault detection is explored.
6.2 Monitoring Technique Development

Using the previously defined test rig (Chapter 4), an experimental procedure was developed in order to develop a system capable of detecting the presence of parts and of identifying their diameters during a pick-and-place or assembly operation performed by a pneumatically-driven gripper. A parallel gripper with v-type jaws was installed into the test rig. The dsPICDEM 1.1\textsuperscript{TM} Development Board equipped with dSPIC30F6014 device (described in Chapter 3) was used in the conduct of these experiments to develop an intelligent, and cost effective approach well suited for the monitoring of a gripper deployed in an industrial environment. It should be emphasised that, to reduce costs a single industrial pressure sensor combined with minimal electronic circuitry is adopted, which made this dynamic application quite challenging. The gripper used in this experiment is shown in Figure 6.2. It has two grips as indicated; both are suitable for round-section workpieces or parts. The motion of this type of gripper is linear (i.e. the jaws move in a straight line). The typical operating pressure range of the gripper is 3 to 8 bar.
To validate the deployment of the monitoring system in a wide range of applications, it was decided that the gripper should undergo a large number of tests over the range of operating pressures. Varying sizes of cylindrical parts are used in these experiments to generate a surface relating closure time to part diameter at various supply pressures. Tests were thus performed on parts of various sizes to initially acquire data for analysis and the development of the monitoring system. The procedure adopted is described in the following subsection.

Figure 6.2: The parallel gripper used in this experiment.

6.2.1 Testing Procedure

The aim of this research is to develop a system that can monitor the pneumatic gripper over a wide range of supply pressures. It is necessary for the system to have the capability to identify parts being gripped. If a part is not the correct one, it should be detected. In a repeated process such as commonly arises in actual robotic applications, the gripper could be operating on the same size of workpiece over and over or may be picking parts of specific sizes (or diameters). A range of cylindrical test pieces were manufactured in the School of Engineering workshop to support the experiments. The aim, as stated, was to derive a surface model of the gripper relating part diameter and supply pressure to the time taken for the gripping operation.
Air pressure was supplied to the pneumatic system at various levels from 3 bar up to and including 7 bar (gauge pressure). In this case the gripper contains a double acting cylinder with two chambers; air passes through port A into one chamber providing the closing motion while it enters the other chamber via port B for the opening movement. The measured pressure, in these experiments, is that at port A as per the setup shown in Figure 6.3. From this point forward, the word “inlet” refers to port A in this Figure. At each level of supply pressure, tests were carried out on a series of parts so that the pressure signal at the inlet of the gripper can be captured and transmitted to a PC. Tests were repeated a number of times to confirm the consistency of the obtained responses. Subsequent analysis of raw data was executed to extract information required for the development of an effective monitoring approach.

The gripper has two gripping locations, denoted by Grip 1 and 2 on Figure 6.2. Grip 1 deals with parts of small diameters while Grip 2 is concerned with relatively large ones. It was decided to conduct tests on each grip so that a realistic surface can be deduced representing each individual grip. It may be assumed that although the cycle operation is limited in time and may not fully represent a real life application, it is deemed sufficient to meet the purpose of this research.

Figure 6.3: The measurement system set up.
6.2.2 Acquisition of the Pressure Signal

The pressure sensor installed measures the pressure at the inlet of the gripper, with its output being converted, as previously, to a voltage in the range 0 to 5 V. A current-loop receiver (RCV420) provides this function. The sensor signal was connected to an input/output (I/O) pin on the dsPIC30F6014 digital signal controller. The particular pin (AN7) of the analogue-to-digital (ADC) converter was configured as an analogue input, thus converting a pressure response to its digital equivalent. This digital signal can then be processed to extract useful information about the process. The pressure signal was sampled at 2000 samples-per-second. Each test was performed using a specified and set supply pressure to produce a gripping operation of an object. Data was collected and stored in an array on the dsPIC memory and, when initiated, data was transferred to the PC for analysis. The RS232 serial communication port available on the dsPIC board was used for this function to make possible the investigation of the relation between gripping time and diameter of part at any given supply pressure. An example of acquired pressure response (for a 6 bar applied pressure when a 14 mm part was grasped using Grip 1) can be seen in Figure 6.4. The switches on the dsPICDEM 1.1 platform were used (as menu select keys) to facilitate the use of LCD screen as an interface tool with the process. Monitoring of the execution of the code was also accomplished on this display. A switch is used to initiate data transmission to the PC. Others are used to reset and or repeat the operation cycle or test. LEDs are used to represent various states in the process such as the state of the valve (ON/OFF), and completion of data transfer.
Figure 6.4: Pressure response when a 14 mm workpiece is tested at 6 bar.

6.2.3 Pressure Transient Analysis

The pressure transient response acquired during the operation of the gripper exhibits some nonlinearity presumed to arise from the compressibility of air. A delay or dead time is also manifested in the response, as is commonly observed in pneumatic systems. However, sufficient features describing the performance of a pneumatically-driven gripper can be extracted from the pressure signal. When compressed air is applied to the gripper, the pressure takes time to build up to a level sufficient to overcome the frictional resistance to piston movement in addition to residual pressure and compressibility in the cylinder. This time is reported to be dependant on the cylinder size and the friction due to transmission lines, fittings and valves [6.18]. The gripper jaws starts closing on the workpiece freely with minimal effort, during which the air flow rate depends on the pressure difference between the supply line and the cylinder as well as any resistance to flow. An overshoot is a common feature generally observed in the pressure transient response, as seen in Figure 6.4. Once the jaws reach the part, an opposing force (or reaction) is created; thus giving rise, with slight oscillation, to the transient response settling to its final amplitude.
After the workpiece is transferred to the desired place, the valve is triggered to close via a signal sent by the dsPIC digital signal controller. The pressure supply is then cut off. Although the response initially falls rapidly, the figure indicates that the signal inhibits some obscure fluctuations. These may be attributed to friction effects and residual pressure; or instability in the gripper’s movement; or a combination of both. Nonlinearity in transmission lines as a result of the compressibility of air may contribute to such phenomenon. It may also be observed that relatively short strokes lead to air getting trapped, generating more residuals than usual and hence produce an effect on the behaviour of pressure transient particularly during the return of gripper jaws to their original position. Observations indicate an increase in pressure residuals dependant on the size of exhaust ports. The rise in the oscillation also increases with the size of the part as the response falls down to zero, as is clearly shown in Figure 6.5.

Figure 6.5: Transient responses for tests performed at 6 bar using Grip 1.

The transient response contains variations in its amplitude. It was empirically determined that the high frequency component should be removed via filtering from the pressure signal in order to obtain meaningful information about the process. The dsPIC capabilities in this respect were discussed in Chapter 3. Moving-average were applied to each test performed using either grip. A typical family of plots are shown in
Figure 6.5. These individual profiles are for tests, using different diameter test pieces, all conducted at 6 bar supply pressure and Grip 1 in this example. Filtered pressure transients for tests conducted at 6 bar using Grip 2 are posted in Appendix D. Figure 6.5 shows that, typical responses for tests undertaken at a specific supply pressure (6 bar for this set) share many common features. The time delay, peak amplitude, and rise time, all manifested in zone 1 (Z1), appear to be the same. The time air takes to evacuate varies with the size of the workpiece as shown in zone 3 (Z3). The smaller the part diameter, the larger the evacuation time. The patterns observed in the pressure transients, shown as zone 2 (Z2), identify clearly the potential for detecting the presence of different sized parts. As well as the desired change with part diameter these features, however, differ with the value of the supply pressure.

In related experiments using a single test piece an increase in supply pressure causes decreases in delay and rise times while the peak amplitude increases as shown in zone (Z1) of Figure 6.6(a). Reducing supply pressure leads to increases in delay and rise time, and reductions in the peak amplitude. This is predictable behaviour. It is sensible to realise that the speed of the gripper movement increases or decreases with the amount of pressure applied to the actuator. When the valve is deactivated and the supply pressure is cut off, the pressure decays to zero in a way dependant on the size of manipulated part. Figure 6.6(b) zone 3 (Z3) shows that at a specific part size the time pressure takes to exit the cylinder increases with supply pressure as well. It can be seen that the larger the part the less time the cylinder pressure takes to reach zero. This time interval may thus be used as a double check to verify the size of the workpiece. It could confirm whether the decision taken about gripped object was correct or not, prior to the cycle being repeated; thus optimising productivity and saving energy.
6.2.4 Gripping Time Estimation

An extensive investigation of the transient response for different diameter parts at different supply pressures was conducted. To facilitate diagnosis of the motion it was necessary to identify key points which could be subsequently recognised and assessed. In order to identify these critical points, the calculated rate of change (r.o.c.) of filtered pressure responses was observed. In the example test shown in Figure 6.5, it is clear that in the first portion of the response, designated as zone 1 (Z1) the r.o.c itself changes from positive to negative as the pressure is either rising or falling on either side of the peak value. In the next phase, the signal changes less indicating the movement of the gripper. The rate of change rises again signifying the possible instant an object is reached. In order to use this information as a means of determining the duration of the gripper's motion it was decided to again use the $(r.o.c)^2$ to generate a new set of data as shown in Figure 6.7. The concept deployed was to utilise this $(r.o.c)^2$ data to identify when significant changes occur; it is assumed that changes such as the gripper starting and stopping will in this way be identified. To aid this process a threshold was established with regard to the $(r.o.c)^2$ data, as indicated in Figure 6.7.
The (r.o.c)² data usually exceeds the applied threshold level. To overcome this, the first minimum from the initial peak was considered to safely mark the beginning of modified data as shown in Figure 6.7. Any data preceding this point in time is discarded. The dsPIC microcontroller can easily identify the initial peak and the minimum thereafter; then start calculating the rate of change in filtered pressure samples, square it, and compare it to the pre-set threshold. The gripping time was observed to be distinct, for each calibrated test piece at any given supply pressure.

An in-depth investigation undertaken into various responses of the gripper operation at a specific supply pressure led to a realisation that the peak sample is fixed, as previously mentioned. This confirms that the motion of the gripper is repeatable. Moreover, previous testing on an actuator system with motion sensors indicates that piston movement occurs slightly prior to the peak sample. The peak sample is easily distinguishable (from a programming standpoint) and hence may be considered as the reference point for the computation of closure or gripping time of the gripper jaws. The same threshold value was found to be applicable to all tests under any operational conditions, and was determined to be equal to 20 (ADC unit). Figure 6.7 illustrates the use of this concept to estimate the gripping time when 6 bar is supplied to the gripper system and a 14 mm part is gripped. It was determined that gripping time could be represented by:

\[
GT(\text{msec}) = \frac{(Nc - Np)}{\text{sampling}_\text{rate}}
\]  

(6.1)

Where, \(GT\) = gripping or closure time in milliseconds;

\(Nc\) = sample number when \((\text{r.o.c})^2 \geq 20,\)

\(Np\) = sample number at the initial peak and sampling rate = 2 kHz.
Figure 6.7: Gripping time estimation when a test is performed at 6 bar for a 14 mm workpiece.

The gripper design restricted the use of Grip 2 to parts as large as 26 mm. Thus testing on this grip was limited between 26 and 40 mm while Grip 1 can handle parts of 12 to 25 mm diameters. For parts within these ranges, tests were undertaken at supply pressures of 3, 4, 5, 6 and 7 bar, using each gripping location. A thorough analysis of their transient responses following the above procedure was conducted. Calculated closure (gripping) times using equation 6.1 were then plotted against part diameter for each grip as shown in Figure 6.8. The trends clearly illustrate their variability with respect to the size of gripped object. This process led to the evolution of a surface representing each grip as demonstrated in figure 6.9. From this, a possible relation between gripping time and part diameter at any given supply pressure may be obtained.
Figure 6.8: Closure time estimations for a variety of parts at different pressures.

Figure 6.9: The surfaces representing measurements based upon the use of both grips.
To enhance system practicality and applicability, it was decided to model both surfaces. A brief account of this modelling process is presented in the following subsection. For each grip, a function relating gripping time to part diameter at any given supply pressure may be determined. This conceptual approach supports the use of any gripping location for this particular gripper at any pressure in the range of operation. It can however be adapted to accommodate similar grippers.

Implementing surface models to estimate gripping time ensures system flexibility and provides more options for the user. The technique may be deployed onto the dsPIC device to monitor the gripper provided the system has prior knowledge of the grip being used; the presence of parts may be detected and their sizes verified. In the case where an incorrect part is detected, the operator is notified to rectify the situation. Any time the proposed technique is to be implemented in a production line, the operator could run some test cycles to calibrate the system and if required adjustments may be made to the surface model to keep it in line with the process.

### 6.2.5 Mathematical Surface Models

Although only certain pressures and parts were used in the initial development of the monitoring system, in practice any pressure in the range of operation may be used for the manipulation of many different workpieces. Modelling the surface to derive a single relationship through which gripping time may be estimated would be thus very helpful. It will make the monitoring of a pneumatic gripper during an automated pick-and-place operation a simple task to undertake. Moreover, the surface model provides the user with more options concerning the level of supply pressure and variability in manipulated parts. It makes monitoring the gripper a process that is simple, adaptable and easy to implement.

Dedicated curve-fitting software was used to model the surface for Grip 1 measurements; the modelling procedure is based on a least squares methodology. Fitting observed measurements into a model capable of estimating closure time with a reasonable degree of accuracy was undertaken using an Levenberg-Marquardt (LM) iterative algorithm [6.19]. The convergence happened after fifteen iterations with a
tolerance equal to 0.00001. Keeping mean squared error to a minimum was essential
to ensure the validity of the model. A single formula expressing closure time as a
function of part diameter and supply pressure was obtained. Its parameters were tuned
further to attain the best possible match to the actual data measurements using
Microsoft Excel. The model can be represented by

$$z = \frac{A_i + B_i x}{1 + C_i y + D_i y^2}$$

(6.2)

Where,

- $x = \text{Part diameter in millimetre},$
- $y = \text{Pressure in bar},$ and
- $z = \text{Closure time interval in milliseconds}; \ i$ represents the grip being used.

The values of the fitting parameters were determined as;

- $A_i = 162.84 \text{ msec},$
- $B_i = -3.75 \text{ msec/mm},$
- $C_i = 0.1835/\text{bar},$ and
- $D_i = -0.012/\text{bar}^2.$

These parameters were obtained so that the model on which a generic monitoring
system is based could sustain high quality performance. The model function (equation
6.2) was tested and its performance estimated using a quantitative measure or
goodness of fit ($R^2$). This was found to equal to 0.998, which indicates its highly
significant effectiveness, from a statistical standpoint. It actually describes how well
the model performs. Supporting evidence in terms of minor variations between
observed and predicted measurements can be drawn from Figure 6.10. A tolerance or
threshold of $\pm 1.5 \text{ msec}$, as shown in the Figure, was tested providing a good outcome.
The same approach was followed to model the surface representing measurements when Grip 2 is used. This surface was modelled using an equation similar to (6.2), but governed by different parameters. Another subscript was adopted to refer to the grip being used. Therefore, the parameters obtained to support the use of Grip 2 were found to be,

\[ A_2 = 187 \text{ msec} \]
\[ B_2 = -3.25 \text{ msec/mm} \]
\[ C_2 = 0.098/\text{bar} \]
\[ D_2 = -0.0035/\text{bar}^2 \]

In this case a value of \( R^2 = 0.992 \) was determined; again indicating a good fitting model.

Figure 6.11 shows that the resulting model follows actual measurements well, and preserves the effectiveness and reliability in the prediction of closure time. In this case, a worst case tolerance of \( \pm 2.5 \) msec, as shown in the Figure, was found to be reasonable. It supports the potential of the model equation to monitor the behaviour of Grip 2 movement. Together these models whenever implemented on the dsPIC memory allow the deployment of a compact and low-cost system on an industrial
environment where a gripper of such type may efficiently be monitored. By adopting this model and deploying it within the gripping operation means that faults can be detected; the presence of parts and the identification of their sizes may be realized.

![Graph showing the model behaviour for Grip 2 movement.](image)

**Figure 6.11:** Illustration of the model behaviour for Grip 2 movement.

Common faults occurring in such processes include picking the incorrect part, which could sometimes be catastrophic. In an assembly operation, for instance, picking a smaller or a bigger piece than required may impact upon the quality of product being assembled and hence productivity may be hindered. Therefore, assessing the quality in a production environment can be vital. In such situations the proposed monitoring system generates an alarm so that the operator can take action at an early stage in the production process. This makes this process monitoring system of a great potential to all kind of industries. Additionally, fault detection and isolation can improve productivity and lead to reduction in operational costs and downtime. Saving in energy resources can also be significant.
6.3 Fault Simulation Tests

Monitoring the pressure response in pneumatic systems can lead to the possibility of various types of faults being detected and isolated. "Hard faults" such as gripping the wrong part and mishandling the correct one as well as faults in the form of leakage and blockage for instance will affect the characteristics of the response. To this end, a set of in-line calibrated valves were used to simulate air blockages so that the performance of the gripper could be investigated. These valves were located at the inlet (port B) to the chamber responsible for the opening movement of the gripper while the pressure at the other inlet (port A) is being monitored (this is the inlet to the chamber providing the closing motion of the gripper) as shown in Figure 6.12. To simulate the effect of a leak, a needle was also used to pierce a number of holes into the transmission line to simulate leakage in the actuator system. Analysis of the effects of these simulated faults on the gripper operation is reported in the following subsections.

![System arrangement to simulate leakage and blockage faults.](image)

Figure 6.12: System arrangement to simulate leakage and blockage faults.
6.3.1 Effects of gripping the wrong part on the gripper performance

Analysing the pressure response during an assembly or a pick-and-place operation can lead to the detection of faults arising in the process on time before the cycle is repeated. "Hard faults" such as picking the wrong part or mishandling the correct one normally happen in a production line. To simulate this, tests were carried out on two parts (16 mm and 20 mm) at a supply pressure of 4 bar. If the proposed gripper monitoring system is configured to pick a 20 mm part, the pressure response will thus be analysed as discussed before. The gripping time \((G_{T2})\) in this case was determined to be 56 milliseconds as would be estimated by the model.

Suppose that a 16 mm part is incorrectly present on the feeding line, the gripping time \((G_{T1})\) would be measured and computed to be 68 milliseconds. This differs with the estimated gripping time (that is 56 msec), thus leading to an alarm indicating the picking of a wrong part. Figure 6.13 illustrates the pressure behaviour simulating the gripping of 16 and 20 mm parts at 4 bar. The cycle time is longer for the 16 mm (the wrong part in this given example). Any discrepancy in the characteristics of the pressure response indicates the occurrence of a faulty situation. Data analysis however revealed that the minimum difference in part diameter, at any given supply pressure, that is detectable was approximately 0.9 mm.

This simulates picking a wrong part; further insight on the developed part detection system could be gained through the implementation phase which is introduced in Chapter 7 which follows.
Since the gripper actions are repetitive and often fast it is critical that any system deployed to monitor gripper operation should be capable of being located within the manufacturing process. Thus the work piece detection system becomes part of the system managing the process; the faulty operation of say a robotic assembly station which is leading to the production of reject products can be detected in time to prevent the manufacture of further products until the problem is removed. Data identified as being “different” may be communicated to a higher supervisory level for further fault analysis. Trends arising, indicating the presence of so called “soft faults” can thus be identified and appropriate maintenance action can be undertaken. Local operators can be notified to take the necessary actions. In this way the gripper error work piece detection system can become part of a condition monitoring process and support a predictive maintenance strategy through which faults can be detected and potential failures can also be predicted. This can lead to improved component reliability and reduced downtimes, thus maximizing system performance and throughput [6.20].

6.3.2 Effects of blockage on the gripper performance

A blockage in the transmission line was simulated to illustrate its effect on the pressure response during the pick-and-place operation. In-line valves (shown in
Figure 6.14) were calibrated to various degrees to simulate partial blockages in the gripper system. Their detection as possible faults occurring in the process was considered. Figures 6.15(a) to (d) show the responses produced from the experimental data for 4 levels of simulated blockages, when a pressure of 4 bar is supplied to the system for the picking of a 20 mm part using Grip 1. These tests were repeated several times to assure consistency of the obtained responses. The blockage percentages indicated are not precise, but were consistent and may be considered adequate for the purpose of this experiment. In the given test example, the gripping time \( GT \) for a normal operation was computed to be 56 milliseconds, while that in the case of simulated faults is indicated on their related graphs.

![Calibrated valves to simulate blockage.](image)

Figure 7.14: Calibrated valves to simulate blockage.
Figure 6.15(a): Pressure responses for normal and 25% blockage tests;  
\[ GT = 72.5 \text{ msec}. \]

Figure 6.15(b): Pressure responses for normal and 50% blockage tests;  
\[ GT = 102.5 \text{ msec}. \]
actually increase with the degree of blockage thus yielding higher values in the rise
time of the response. The response also inhibits more fluctuations as the percentage of
blockage increases. This led to an increase in settling time. The observed fluctuations
in the cases where the blockage exceeds 25%, led to an unrealistic rise in closure
(gripping) time \((GT)\). Overall this indicates that the jaws are moving slowly and
hence the system would signal the occurrence of a faulty situation. For an operation
requiring a certain part to be picked the closure time would be already pre-set from
the model and an estimated time set. This will lead to an alarm being generated even
though the correct piece is present for manipulation. The operator is then informed to
inspect the process to rectify the situation. For the case where the transmission line is
90% blocked, the response oscillates in a decreasing fashion to its steady-state before
it falls rapidly down to zero (air has entirely escaped from the cylinder). This
behaviour led again to the closure time being unrealistically too large, and lies in fact
outside the surface. In this case the presence of the workpiece would not be identified
since no movement has occurred. The system would alarm the operator to conduct
further analysis in order to identify and isolate the fault.

Other measures may be considered to resolve such issues before the cycle is repeated.
For example, the above graphs indicate that once the valve is switched off, assuming
the part is placed, the time the pressure response takes to reach zero varies inversely
with the degree of blockage. From these experiments, the statistical properties of the
pressure may be considered for fault detection and are summarized in Table 6.1. Their
computation was based on the set of pressure samples in the region within which the
gripping time \((GT)\) is estimated (i.e. between \(N_p\), initial peak sample number,
and \(N_c\)). Again \(N_c\) refers to the sample number when the square rate of change in the
pressure exceeds threshold (that is \((\text{r.o.c})^2 \geq 20\), as illustrated in Figures 6.15(a)
through (d).
Pressure (ADC value) | Normal process | 25% blockage | 50% blockage | 75% blockage | 90% blockage |
<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>Mean</td>
<td>1148.55</td>
<td>1205.37</td>
<td>1247.64</td>
<td>1410.47</td>
<td>1419.6</td>
</tr>
<tr>
<td>Peak amplitude</td>
<td>1341.4</td>
<td>1411.2</td>
<td>1414.6</td>
<td>1443.2</td>
<td>1451</td>
</tr>
<tr>
<td>Variance</td>
<td>2174.46</td>
<td>2278.3</td>
<td>2965.04</td>
<td>118</td>
<td>66.75</td>
</tr>
<tr>
<td>Standard deviation</td>
<td>46.63</td>
<td>47.73</td>
<td>54.45</td>
<td>10.86</td>
<td>8.17</td>
</tr>
</tbody>
</table>

Table 6.1: Statistical properties of the response under various degrees of blockage.

For effective fault detection, it is necessary to compare these statistical properties in order to produce more distinguishable criteria. Referring to Table 6.1, it is evident that the mean and peak values of the pressure increases with the amount of blockage as compared to that of normal process (or no blockage). A decision about the health of the process based on the mean value can be conclusive. The increase in variance however is great up to some level of blockage, but it falls drastically for levels beyond 50% blockage. Similarly, it is difficult to discriminate between standard deviations particularly at a blockage level of or below 50%. The blockage could not be quantified due to the discrepancy in the variance and standard deviation factors. But as far as the process concerns, a decision about its health can be accurately determined. The mean value and variance differ clearly with those of a normal process, thus indicating a fault has occurred.

6.3.3 Effects of leakage and faulty seal on the gripper performance

It is possible that leakage and faults arising in the seals within the cylinder can affect the gripper action and thus impact on any pick and place operations. To test this in practice two holes were pierced in the flexible transmission line, as shown in Figure 6.12 above, so that the effect of a small leak could be analysed. The variation in the pressure response was monitored when 4 bar is applied to the system for the gripping of a 20 mm part. This is illustrated in Figure 6.16, together with the response obtained for a non-leaking operation.
Figure 6.16: Pressure responses for normal and leaking operations; $GT = 62$ msec.

The transient responses do not provide a clear distinction between normal process and those under faulty conditions, but can be determined analytically. It can be seen that leak led to an increase in peak amplitude. Closure time also increases due to the leak since the square rate of change $(r.o.c)^2$ exceeds threshold later than that of a normal operation. In the given test example, the part has 20 mm diameter and the gripping time would be estimated to be around 56 milliseconds (msec) while that due to the leak was found to be 62 (msec), thus indicating a “wrong” part had been picked. The increase in gripping time would mean that a smaller part is being picked. Consequently, the monitoring system will recognise the situation as indicating fault and hence alarm the operator to inspect the process. The part being operated on is correct (20 mm) nonetheless and the condition can be accurately identified as leak if other measures are considered. The rate at which the response decays is slow as compared to normal case, thus yielding an increase in length of cycle.

The “quad ring seal” on the piston divides the cylinder to two chambers. Upon actuation, pressurised air passes into one chamber pushing the jaws open. When the valve is actuated, air on the other side passes into the other chamber causing the jaws to close. During one phase of testing it was realised that air was passing through the
seal and was escaping from the valve. By inspecting the seal, it was determined that it had become excessively worn, as shown in Figure 6.17.

Figure 6.17: The faulty quad ring seal on the piston.

Figure 6.18: Pressure responses demonstrating the effect of a faulty seal; \( GT = 52 \) msec.
Figure 6.18 shows that the pressure response produced for the case of a faulty seal is clearly distinctive. It can be seen that the delay or dead time (a common feature in pneumatic systems) has increased corresponding to the slow rate of relative pressure build-up in the cylinder and thus the valve’s response time. This situation reflects the fact that air is leaking across the seal and thus pressurises the “wrong” side of the cylinder. Also, the reduction in peak amplitude is significant. In comparison with the normal process, closure time is seen to decrease. Although the part size may be correct the system will indicate a fault, and hence signal the operator to inspect the process. The pattern in the response during its decay shows more oscillations before falling sharply to zero, which is a clear indication to air passing through the seal in conjunction with increased pressure residuals after closing the valve and the cutting off the supply. The faulty seal affects the rate of flow of air into or out of the cylinder (this is indicated on Figure 6.18 by “in” and “out”). The response exhibits a short cycle time as a result of degenerate seal.

Other factors supporting detection of possible faults can be deduced from the statistical properties of the transient response. Such properties were computed as described in the previous subsection and are listed in Table 6.2. A combination of multiple measures could lead to detection of faults occurring during a pick and place operation. By reference to Table 6.2, it is easy to discriminate between properties for the case of the faulty seal and those of a normal operation. The mean values and variances differ slightly while standard deviation indicates leakage has no apparent impact on the process as compared to normal condition. The indication given is that the occurrence of a faulty situation will be detected, but the identification of the cause can not be determined. It is most likely that this method can be enhanced to make this possible, but more tests are required in order to devise a mechanism that can determine the type of occurring fault reliably. Up on detection and isolation of these faults, the system alarms the operator so that prompt remedial actions can be taken. This practice can improve the efficiency of the gripper operation and leads to less disruption in production operations as well as energy consumption being minimised.
### Table 6.2: Statistical properties of the response under various conditions.

<table>
<thead>
<tr>
<th>Pressure (ADC value)</th>
<th>Normal</th>
<th>Worn out seal</th>
<th>Leak</th>
</tr>
</thead>
<tbody>
<tr>
<td>Mean</td>
<td>1148.55</td>
<td>1078.92</td>
<td>1161.81</td>
</tr>
<tr>
<td>Peak amplitude</td>
<td>1341.4</td>
<td>1171.8</td>
<td>1361.8</td>
</tr>
<tr>
<td>Variance</td>
<td>2174.46</td>
<td>653.93</td>
<td>2166.79</td>
</tr>
<tr>
<td>Standard deviation</td>
<td>46.63</td>
<td>25.57</td>
<td>46.55</td>
</tr>
</tbody>
</table>

#### 6.4 Cycle Time Consideration

In automated pick and place processes, the gripper performs the gripping action of a part while a second device (a robot or actuator) provides the required movement to the desired location to place the part and return to the original position. The time taken to accomplish this sequence of events is called the cycle time of operation. It determines the rate at which a product is produced. The production rate can in turn be affected by the feed rate. If the cycle time requires 5 seconds for instance, parts will have to be presented to the gripper in at least 5 seconds for optimum productivity [6.21]. The main elements of a successful pick and place operation may be divided into pick up, transfer and placement of a part which constitute the cycle time. The typical cycle time requires several seconds. The part’s weight as well as the complexity of the task can lead to an increase in cycle time [6.22, 6.23].

The capability of a dsPIC based monitoring system for the detection of parts during a pick and place operation is investigated in the following Chapter. The requirements to accommodate the cycle time in order to attain successful operations are also emphasised.
6.5 Summary

The detection of known faults that may occur during the gripper operation such as leakage, blockage and deteriorate seal was considered. Their effect on the performance of the gripper was clearly recognised when diagnostic tests were carried out on the experimental test rig. A method to isolate various faults which may arise in the process was established. In order to diagnose faults accurately, it was also deduced that, a combination of measures must be considered. This method requires a fair amount of tests to ensure clear distinction of symptoms appearing in the process variable, which in this work was the pressure transient.

A generic diagnostic technique was developed based on the measurements of a pressure signal at the inlet of the gripper. This method offers cost effectiveness through the use of dsPIC devices and an industrial pressure sensor. The proposed system can provide useful information about the condition of the gripping operation. The presence of parts being grasped can be detected while their sizes are identified. The gripper may form a work cell in a production line where all processes are linked to a process and condition monitoring and management system. The proposed system has the capability to be deployed in an industrial environment as a plug & play system, thereby enabling the monitoring of a number of grippers. Diagnostic results may be communicated to the system managing the process via either a local area network (LAN) or the internet.

The mathematical surface model-based system allows speedy diagnosis. It is simple and easy to implement. Determining whether or not the picked part is correct could lead to faults being detected before the cycle is repeated, thus saving time, energy resources and maintaining quality levels. The feasibility of using the dsPIC as transient response analysis tool in real-time applications has thus been demonstrated. The implementation of the proposed technique on the dsPIC digital signal controller is presented in the following chapter. Its effectiveness to detect the presence and identify the size of a part being gripped is also explored. The “e-monitoring” capability of the system is possible and may be considered.
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Chapter 7

SYSTEM IMPLEMENTATION

7.1 Introduction

The deployment of computer based monitoring is becoming a requirement in many automated activities. The aim is to support the effective management of production equipment and machines. The cost associated with installing and operating these monitoring systems can be high. The aim of this research is to produce a monitoring system that is capable of being placed within the work cell. In this way, data can be collected and analysed close to the signal source. This ensures the integrity of the signals being measured and avoids the need of expensive and complicated wiring.

The developed solution should be compact and cost effective, yet be capable of supporting production, maintenance and management functions in the industrial environment. The solution proposed uses a dsPIC microcontroller device that embodies the processing power and resources and hence can offer a low cost solution to meet the requirements for effective monitoring schemes.

The reliability and repeatability of a system monitoring a pick and place operation in a production environment is essential. In order to prevent incorrect operations it has to be able to detect the presence of parts and identify their sizes in real time before the cycle is repeated. Picking the wrong part can lead to jamming of parts and assembly errors in the product being produced thus affecting the factory throughput, operational cost and profit. The integrity of the pick and place operation should always be maintained at a high level. This chapter describes the implementation of the technique presented in the previous chapter; extracting key features of the pressure transient response which is the basis of this approach.
7.2 Monitoring Approach Adaptability

The essence of the developed monitoring system is adaptability; it must respond to changes arising in the gripper performance. This must provide robustness when faced with changes in the response due to the deployment of a new gripper. The system will also need to manage changes arising as a result of performing any maintenance on the existing grippers. The applicability and ability to learn new gripper properties of the system over a wide range of pneumatic gripper applications is also important.

After the initial development outlined in Chapter 6 the gripper was not in use for sometime. Testing was then resumed to implement the developed system and it was realised that the pressure behaviour had changed. Following a complete overhaul it is believed that the lubricant dried out and the gripper movement was thus slowed due to high friction forces that impeded the motion of the piston. It should be noted that this phenomenon was not planned by the author. But given that it occurred, it was a fortunate situation since it allowed the system’s adaptability to be tested and proved. It also provided the opportunity to enhance the dsPIC based solution being engineered.

The gripper was stripped apart, cleaned and oiled, and reassembled. When tested the pressure response was found to behave different than previously reported (Chapter 6). Figure 7.1 shows the response to an example test carried out at 4 bar and a 20 mm work piece. It shows that the transient response was now under damped which reflects changes in the gripper performance. It oscillates with decreasing amplitude until it reaches equilibrium or steady state. The motion is also faster than observed earlier. Such change in behaviour is bound to happen if and when the gripper is replaced or maintained.
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Figure 7.1: Pressure response when a 20 mm work piece is tested at 4 bar.

The algorithm presented in Chapter 6 for the estimation of closure time is still applicable to the new response but with minor modifications. The oscillation between the first minimum from the initial peak and the point when contact is made with the part can lead to false alarms being generated. To avoid this, the number of threshold crossings by the square rate of change (\text{r.o.c}^2) was considered as an additional measure to ensure the correct determination of gripping time and eliminate false alarms. This is represented by the width of rectangles between maxima and minima in Figure 7.1. It can be seen that the width of the rectangle or number of threshold crossings is higher as the pressure rises to its steady state (or between final minimum and maximum amplitude). The threshold can thus be changed if required to accommodate any changes in pressure behaviour, so indicating adaptability of this monitoring approach.

Attempts were made to perform a sufficient number of tests in order to reproduce the surface model. That is, the fitting parameters to the equation illustrating the surface. It was decided to obtain the new surface parameters which represent the use of Grip 1 and implement it on dsPIC to monitor the gripper performance. A number of tests
were conducted and the same model produced previously was used in the reproduction process. Equation (7.1) represents the surface.

\[ z = \frac{A_1 + B_1 x}{1 + C_1 y + D_1 y^2} \]  

(7.1)

where,

- \( x \) = Part diameter in millimetre,
- \( y \) = Pressure in bar, and
- \( z \) = Closure time interval in milliseconds.

The fitting parameters were determined as:

- \( A_1 = 94.4576 \) msec,
- \( B_1 = -2.309 \) msec/mm,
- \( C_1 = 0.0245/\)bar,
- \( D_1 = -0.0017/\)bar^2.

The goodness of fit was found to equal 0.995, which indicates a good fit.

### 7.3 Alternative Filtering Scheme

The oscillations observed after the first minimum must be dealt with carefully to avoid false alarms. The previously applied moving average filtering can only smooth the pressure response. To overcome this, a low pass infinite impulse response (IIR) filter was designed and applied. In general, an IIR filter is a recursive digital filter. Its output depends not only on inputs but also on at least one previous output or feedback. It has at least one pole dependant on the feedback coefficient which should be chosen carefully; otherwise the filter may become unstable. It requires less computation as compared to non-recursive filters [7.1]. The general transfer function has the form:

\[ H(z) = \frac{\sum_{k=0}^{m} b_k z^{-k}}{1 + \sum_{k=1}^{n} a_k z^{-k}} \]  

(7.2)

where, \( m \) (number of zeros) \( \geq 0 \) and \( n \) (number of poles) \( > 0 \).

The filter designed for this application was aimed at the removal of all unwanted frequency components leading to the observed oscillation. It was empirically
determined that this frequency was about 60 Hz. The filter should eliminate this oscillation and still reveal enough information about pressure variations for part size detection. The dsPIC (Filter Design Lite) software (available from Microchip Technology website) was used. A number of attempts were made until the desired filter was achieved to fulfill the requirements set forth. It has two cascaded second order sections as illustrated in Figure 7.2.

![Cascaded IIR filter block diagram](image)

**Figure 7.2** Cascaded IIR filter block diagram

The transfer function of this IIR filter can be written as;

\[
H(z) = \frac{Y(z)}{X(z)} = \frac{(z - z1)(z - z2)(z - z3)(z - z4)}{(z - p1)(z - p2)(z - p3)(z - p4)}
\]

(7.3)

It has 4 poles/zeros as indicated in Figure 7.3 (b). It can also be deduced that the filter is clearly stable so long as all poles (the roots of the denominator in equation 7.3) lie within the unit-circle.

![Magnitude vs Frequency Plot; Pole/Zero Plot](image)

(a) Magnitude vs Frequency Plot; (b) Pole/Zero Plot

**Figure 7.3**: IIR filter's related plots
Figure 7.3 (a), the magnitude verses frequency plot, shows that 98% of the response was attenuated at 60 Hz while 95% was allowed through the filter at a frequency of approximately 16 Hz. This is the frequency component of the response when it oscillates to its steady state giving a sharp rise to the response peak as shown in Figure 7.4. In simple terms, the magnitude of the denominator in equation (7.3) becomes small at this frequency, which is highly desirable in determining a clear and accurate detection of the gripper-end movement.

It is worth noting that this filter was applied to both previous and current tests and its performance was found to be equally good. The performance of the designed filter is demonstrated in Figure 7.4. Once the low pass IIR filter was applied to the response, the $(\text{r.o.c})^2$ was observed to exceed threshold exactly when the gripper made contact with the part or work piece. The dsPIC Filter Design software has the advantage of being able to produce code in the C language so that filters can easily be integrated into a condition monitoring regime. The dsPIC microcontroller has the capability to perform IIR filtering as was shown by research work involving the detection of tool breakage within the IPMM research group activities [7.2]. Nevertheless, moving average filtering process was implemented in this work.
7.4 Surface Reproduction (Updating)

The ability to update surface parameters as quickly and efficiently as possible is of major importance in considering the practical implementation of this approach. Disruption to production can lead to undesired downtimes and loss of profits. Such disruption is unacceptable generally, but even more so should it be caused by failings in the system being used to monitor the quality of the process. Various combinations of pressures and parts were thus investigated to determine the optimum number of tests required to regenerate the fitting parameters. The speed and adequacy of this process need to be balanced; the accuracy of the fit should be maintained. Each combination was tested in order to obtain the surface and a comparison procedure was then carried out in terms of quality of the fit and speed of execution. The outcome to this process is outlined in Table 7.1. It shows that combination 3, which involves the possible minimum number of tests (12 tests) and can be performed over a short period of time to update surface parameters with little loss in accuracy. The system adaptability to changing behaviour was therefore confirmed and it was established that a testing set can be performed and experimental data gathered in a matter of seconds following either a gripper change or some other maintenance related activity.

<table>
<thead>
<tr>
<th>Combination</th>
<th>Part (mm)</th>
<th>Pressure (bar)</th>
<th>No. of tests</th>
<th>$R^2$</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>12,14,16,20</td>
<td>4,5,6,7</td>
<td>16</td>
<td>0.995</td>
</tr>
<tr>
<td>2</td>
<td>12,16,20</td>
<td>4,5,6,7</td>
<td>12</td>
<td>0.994</td>
</tr>
<tr>
<td>3</td>
<td>12,14,16,20</td>
<td>3,5,7</td>
<td>12</td>
<td>0.994</td>
</tr>
</tbody>
</table>

Table 7.1: Optimal testing sets to regenerate the surface.
7.4.1 A dsPIC Modelling Capability Test: A Case Study

To determine the capabilities of the dsPIC an attempt was made to fit a portion of the surface data to a polynomial model. It should be noted that this was not meant to replace the model implemented to monitor the gripper motion, but was undertaken to investigate the dsPIC capability in curve-fitting operations. The model deployed took the form;

\[ z = A(y + 1)^3 + B(y + 1)^2 + C(y + 1) + Dx + E \]  

(7.4)

where, \( x \) is part size (mm), \( y \) is pressure (3-7 bar) and \( z \) is estimated gripping time (msec), while \( A, B, C, D \) and \( E \) are the fitting parameters.

To simplify the analysis, suppose \((y+1)\) is replaced by \(Y\). Then the equation becomes;

\[ z = AY^3 + BY^2 + CY + Dx + E \]  

(7.5)

For a given set of data \((x_i,Y_i,z_i)\), the best fitting curve \(z\) has the least square error;

\[ J = \sum_{i=1}^{n} [z_i - \hat{z}_i]^2 \]  

(7.6)

where, \( n \) = data points or tests and \( z_i \) is the measured gripping time.

To obtain the least square error, the fitting parameters must yield zero first derivatives. That is;

\[ \frac{\partial J}{\partial A} = \frac{\partial J}{\partial B} = \frac{\partial J}{\partial C} = \frac{\partial J}{\partial D} = \frac{\partial J}{\partial E} = 0 \]

Hence,

\[ \frac{\partial J}{\partial A} = -2 \sum_{i=1}^{n} [z_i - (AY_i^3 + BY_i^2 + CY_i + Dx_i + E)]Y_i^3 = 0 \]

\[ \frac{\partial J}{\partial B} = -2 \sum_{i=1}^{n} [z_i - (AY_i^3 + BY_i^2 + CY_i + Dx_i + E)]Y_i^2 = 0 \]

\[ \frac{\partial J}{\partial C} = -2 \sum_{i=1}^{n} [z_i - (AY_i^3 + BY_i^2 + CY_i + Dx_i + E)]Y_i = 0 \]

\[ \frac{\partial J}{\partial D} = -2 \sum_{i=1}^{n} [z_i - (AY_i^3 + BY_i^2 + CY_i + Dx_i + E)]x_i = 0 \]

\[ \frac{\partial J}{\partial E} = -2 \sum_{i=1}^{n} [z_i - (AY_i^3 + BY_i^2 + CY_i + Dx_i + E)] = 0 \]

After expanding and rearranging the above equations, they can be written as;

\[ v = \Phi \beta \]  

(7.7)
Therefore, the unknown coefficients, \( \beta \), can be obtained by solving the above linear system. That is;

\[
\beta = \Phi^{-1} \nu
\]

The above algorithm was implemented on the dsPIC and the fitting parameters (equation 7.8) were computed. Similarly, Matlab was used to verify the dsPIC analysis capability and the same solution determined. Tests indicated that the ability of this model to predict gripping time was not as good as the previous solution and hence was not considered for the monitoring of the gripper. The purpose of this task was to investigate the dsPIC capability as a modelling tool.

This case study is not intended to investigate the power of dsPIC. It illustrated limitations, particularly in terms of the resolution (16-bit). Curve-fitting to a polynomial-type model of more than 5 parameters (coefficients) could not be realised to a high degree of accuracy. Higher order matrix inversion requires better resolution. Therefore, dsPIC microcontrollers may not be suited for modelling which involves high order matrices. Personal computers are better choice to undertake such operations. The proposed system outlined in Chapter 3 constitutes a server level is thus recommended for the modelling process. As far as monitoring concerns, the dsPIC is superior to its previous generation of microcontrollers and has the processing capability to offer an alternative economical solution to detect and identify faults which may arise in the process, but it is not able to replace the PC server as the modelling host.

### 7.4.2 Modelling Mode

The required optimal testing set needed to reproduce the surface parameters has been established above. The tests also indicated that the required data can be gathered. The gripping times for all tests in any proposed combination were computed and stored in the dsPIC memory. The next step now was to determine how to best implement the modelling algorithm. The dsPIC device has a 16-bit processor and accurate curve-fitting in most cases requires more powerful machines with high resolution, especially if the model, such as the one developed in this research work, demands numerical and
iterative procedures. The process will also be time consuming. The approach taken was therefore that it is not necessary to generate the surface parameters on the dsPIC. The monitoring task requires that the dsPIC based solution is capable of monitoring the gripper action to determine the integrity of the process. There is no reason why the surface model needs to be calculated within the dsPIC. Indeed the design of the distributed monitoring system proposed in Chapter 3 was based on providing easy access to a server where more advanced software is available whenever further signal analysis and/or modelling is required. It was therefore decided that the surface updating task would be better assigned to the server. Data from the process can be immediately transmitted to the server to perform the modelling function using the architecture shown in Figure 7.5. The parameters can then be sent back to the dsPIC based monitoring system. This solution provides for better utilisation of resources since the server can also be used to maintain surfaces related to all the grippers used within the cell.

Figure 7.5: Architecture of surface reproduction scheme-Modelling mode.
The developed approach is supported by dsPIC technology called run-time self-programming (RTSP). This method enables changes to be made to an existing program held by a dsPIC device while the device remains in-circuit using a bootloader [7.3]. This program typically requires less than 100 words and remains in the microcontroller memory. Any time the device resets, the bootloader first checks any configured port of communication such as UART, CAN, etc., to see if another device (the server in this case) is attempting to communicate with the target application so as to write new constants to its program memory [7.4]. After a short delay it launches the execution of the user program with the new changes. In this way surface parameters modelled on the server but held in the dsPIC can be updated as soon as they become available.

The developed solution requires that the dsPIC initiates and controls this testing sequence following a perceived change in the gripper performance. The time required for this calibration process would be minutes. This may be justified in order to maintain the required levels of quality control and efficiency. To undertake this process it is recommended that the operator selects an appropriate pressure/dimension combination and performs a gripping operation. This process is repeated until an acceptable model is evolved. The process can be completed over the operational period of the gripper. Each time a change in process occurs, most likely to be related to the part dimension, a “test” cycle can be undertaken by the operator to add to the surface definition. This will cause minimal disruption to the production process since production will be halted to allow for the gripper change. The software flow chart to execute this procedure is shown in Figure 7.6.
Figure 7.6: Flow chart of data gathering code to update the surface-Modelling mode
7.5 System Implementation

The gripper monitoring system considers the variations in the pressure transient be analysed so that key features about the process can be obtained. The time taken by the gripper jaws to grasp a part during a pick and place operation may be measured. The size of the part being gripped may be accordingly determined. If a wrong part when compared with the model prediction is detected, an alarm is generated to the operator and immediate action is taken to rectify the situation. The system supports data transmission to a higher level so that further analysis can be undertaken whenever required. It should be emphasised that the implemented system supports two functionalities; modelling and monitoring. Figure 7.7 represents the overall system software hierarchy. Upon system power up the device resets, performs the necessary initialisation and waits for functionality mode selection. The mode of operation can be selected as required through the information and interface node available on the dsPIC development board. Selecting mode 1 allows modelling or surface updating to be performed as explained in section 7.4.2. Mode 2 can be chosen to start the monitoring regime of the gripper. Preceding execution of the developed monitoring algorithm, the parameter sequence has to be set. That is, the desired operating pressure and parts required in a pick and place task. Following this stage, the ADC module is reconfigured for monitoring of the pressure response.
Figure 7.7: Overall system software hierarchy.
7.5.1 Hardware Architecture

The proposed part detection technique is based on the two level system architecture as shown in Figure 7.5. It has the flexibility to be extended to three levels if required by the production management. In this way nodes can communicate with each other. The dsPIC monitoring the gripper may need to communicate with the device controlling the process for instance. The front end node is based on a dsPIC30F6014 digital signal controller to monitor variations in the pressure transient signal. The hardware architecture and detailed features of this device have been reported in Chapter 3. This node connects to the server via an Ethernet link. This allows data to be stored and analysed in the event of an abnormal situation developing. In addition, it provides the means by which surface parameters can be updated as described in section 7.4.2. Before interfacing the pressure signal to the dsPIC, it has to be converted to the correct format. A current to voltage converter is used to perform this function. An information display and interface node enables mode selection to be made; that is modelling or monitoring.

7.5.2 Software Architecture

The software for the transient analysis of acquired pressure response is organised to support the monitoring of one individual gripper. The ADC module is configured for one sample per interrupt. As soon as a sample becomes available, it is processed so that appropriate decision is made about the health of the process in real time. The sampling rate applied in this application is 2 kHz, which yields a 0.5 millisecond sampling period. Therefore, the required processing must be completed before the next sample becomes available (in less than 0.5 millisecond) to avoid false diagnosis results as register values are updated after each interrupt, thus supporting real time monitoring.

The parameter sequence selection may be keyed in using a keypad or other means. It was implemented in this work using the available resources on dsPIC platform. The analogue potentiometers (RP1, RP2 and RP3) were chosen to represent pressure, part size and maximum number of parts in a sequence, respectively. For example, if the desired operating pressure is 4 bar, RP1 would have to be set to 4. The sequence of parts has to be determined and RP2 is set for a particular size using a switch on the
board. Another switch is used to confirm that all parts are set. The corresponding
gripping times as predicted by the model are then calculated and stored in the dsPIC
memory. The ADC module was configured to perform this procedure. The program
flow chart of this routine can be seen in Figure 7.8.

Figure 7.8: The program flow chart- parameter sequence selection.

Key: p1, p2, p3 refer to RP1, RP2, RP3, respectively.
Pr = pressure, Pts = part size; and PtNo = part number in the sequence
The developed monitoring technique uses a moving average filter to remove unwanted noise and random variations in the signal. The high frequency component should also be attenuated in order to obtain reliable information. Laboratory testing revealed that a 5-point moving average filtering process provided a smooth signal. The output, $y(n)$, of this filter can be mathematically expressed as a function of its input, $x(n)$, as:

$$y(n) = \frac{1}{5} \sum_{k=0}^{4} x(n-k)$$

The flow chart to execute this monitoring routine is shown in Figure 7.9. This can be thought of as a convolution of the filter's input with a rectangular pulse having an area of one. The monitoring system waits for five samples to be collected before filtering is applied. The consequent filtering process requires around 20 instruction cycles which amounts to approximately 2.7 microseconds at 7.3728 MHz oscillator frequency. The start of the process is determined by the significant increase in the pressure (state 0). Once this state is realised the system tracks variations in the pressure transient until the initial peak is identified (state 1). The ADC index is then captured and stored in the peak sample (Np) variable which is considered as the possible start of motion. The system keeps observing changes in the pressure until a minimum is identified (state 2). From this point forward, the square rate of change is calculated, while another peak is determined (state 3). It compares square rate of change and counts the number of times it exceeds the preset threshold (state 4). When this point is identified and the number of threshold's crossing exceeded a preset value, the ADC index associated with the first crossing is recorded as “Nc” (the sample number when a part is gripped), and the gripping time is calculated.

Subsequently, the gripping time is compared to the model prediction for the associated part, if there is an agreement within a reasonable tolerance the process is regarded as healthy and the next cycle is executed. Otherwise, a wrong part is detected leading to an alarm being generated and the process halted. It is suggested that in this situation the system waits for instructions from the controller as to whether to remove the part or to proceed with or stop the operation. The operator may remove the part and allow the continuation of the operation.
7.6 Discussion and Results

The gripper fingers or jaws can either be an integral part of its mechanism or are attached to it. The gripper used in this work is of the latter. The advantage of this is that these fingers can be replaced to accommodate a range of parts. In this way, various sets of fingers can be used to handle different parts. To monitor any situation a surface would have to be generated in order for the gripper performance to be
monitored. This may be a new surface or an updated version of a previously developed one.

An effective and reliable monitoring system should be designed to satisfy the required cycle time. Although the part size is determined during the pick up portion of the cycle time, monitoring the pressure response during transfer and placement times may also reveal any faulty situation occurring in the process. It is extremely important to detect faults before the cycle is repeated to maintain high level of quality and efficiency. It is also important that the monitoring device should be able to manage the task.

The dsPIC30F6014 digital signal controller used here contains a 12 kB (RAM); about 4 kB were used for stacking and routine calling leaving the remaining 8 kB of data space available for the execution of the target application. This allows for 4000 samples (integer) to be stored; an equivalent to 2 seconds worth of data at a sampling rate of 2 kHz. If a pick and place operation requires more than 2 seconds, additional data memory would have to be facilitated to allow for effective continuous monitoring in order to achieve a successful operation. To overcome this limitation the dsPIC30F6014 was used. One of dsPIC30F6014 main attributes is a program memory of 144 kB; of which 32 kB can be mapped into data space, thus allowing for an additional 16000 samples to be stored if required. Altogether, a total of 10 seconds of data can be stored.

As far as the processing requirements, one major consideration is the device frequency or speed. This device operates at 7.3728 MHz which yields 7.3728 million instructions per second. Hence, the time required to execute one instruction is 0.135 microseconds.

At the above mentioned sampling rate, data has to be processed and any decision made in less than 0.5 milliseconds. The required communication activities must also be completed within this sampling interval. This is clearly dependant on the number of instructions required by the processing mechanism. If and when required, the device frequency can be increased by a multiple of 4 or 8, thus yielding a minimum 0.034 microseconds per instruction. This allowed the monitoring technique to be improved to detect various faults which may occur during a pick and place operation.
or an assembly task. Furthermore, faster operations requiring lesser cycle times can be accommodated with this device. A sampling rate up to 100 kHz can be achieved, but data would have to be processed in less than 10 microseconds.

To assess the effectiveness of the developed technique, a number of tests were conducted at various supply pressures. At first the operating pressure was set to 3 bar while the sequence of parts to be manipulated was set to 14, 15, 16, 20 and 25 mm. Among the expected parts, a 15mm part was imposed upon the model to evaluate the accuracy of the monitoring system. In reality this part did not exist. The system compares actual and expected gripping times for each part. Based upon the analysis carried out in Chapter 6, the tolerance was, in this case, set to 1.5 msec. The actual parts presented to the gripper were 14, 16, 20 and 25 mm. The process was initiated depicting a pick and place operations. The testing procedure was set so that a 14 mm part is presented five times. The same procedure was followed with every part, thus yielding 20 tests for 3 bar supply pressure. This was repeated for 4, 5 and 6 bar supply pressures. The results of the monitoring system are shown in Table 7.2.

<table>
<thead>
<tr>
<th>Pressure (bar)</th>
<th>Actual part size (mm)</th>
<th>Expected part size (mm)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>14 16 16 20 25</td>
<td>16 16 16 20 25</td>
</tr>
<tr>
<td>3</td>
<td>i c i i i</td>
<td>i i c ii</td>
</tr>
<tr>
<td>4</td>
<td>i i i i i</td>
<td>i i i i i</td>
</tr>
<tr>
<td>5</td>
<td>i i i i i</td>
<td>i i i i i</td>
</tr>
<tr>
<td>6</td>
<td>i i i i i</td>
<td>i i i i i</td>
</tr>
</tbody>
</table>

Table 7.2: Results of the monitoring system.

Key:  
c = correct part is detected  
i = incorrect part is detected  
false detection correct diagnostics
In the event that an incorrect part was detected, an alarm was generated and a message was sent to the LCD display on the dsPIC platform, thus indicating a wrong part was being gripped. It can be seen that false alarms were generated at low pressures particularly at 3 bar, the lowest operating pressure. It is possible that the effect of friction forces on the gripper movement limits the accuracy of the monitoring system at low pressures. In total 80 tests were performed in these pick and place operations. The results indicate that the monitoring system was capable of making the correct diagnostics about the gripper performance as required with 93.75% accuracy. This however can be improved by performing experiments on a large number of parts with small variations so that the surface model can be optimized.

7.7 Summary

The adaptability of the gripper monitoring system was illustrated and proven to be capable of detecting faults arising in the process and in real time. The means by which surface parameters can be updated in a speedy process was also proposed.

The capability of the dsPIC microcontroller as a modelling tool was investigated. It shows that the complexity of a surface model may restrict the use of this device to model real life applications.

The monitoring system hardware and software architectures were discussed. It was deployed in a situation depicting pick and place operations and the outcome was promising. The system was shown to be able to detect the part being processed and identify its size before the cycle is repeated. It is anticipated however that operational and environmental conditions may lead to changes in the behaviour of pressure transient and hence affect the accuracy of the system. Non sufficient lubrication for instance was observed to cause a significant drift in the transient from normal conditions. Dirt and moisture in transmission lines in addition to ambient temperature may also contribute to the sensitivity of the system.
Cycle time is a crucial consideration in automated pick and place applications for effective and reliable monitoring. It can lead to other aspects in a production environment being emphasised to optimize productivity. The dsPIC capability in terms of data memory and processing speed to satisfy cycle time requirements has been assured and its suitability verified.
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Chapter 8

DISCUSSION

8.1 Summary

Three applications were researched in this work. Compressed air provides the power by which these applications are driven. The first considered leak detection in gas fitting pipes. The second aimed at monitoring of a linear actuator so that end of slide (stroke) may be determined as required by its application. If an undesired position is detected, the monitoring system generates an alarm to the person attending the process. The final application was the monitoring of a two-finger parallel gripper during pick and place operations. A technique capable of making the correct diagnosis about the part being gripped was developed and validated. One dsPIC device was used in each application as a standalone system. The speed at which the health of the process can be determined and the amount of data required for the diagnosis were principal requirements. Therefore, pressure transient analysis was the basis of the developed techniques.

The approach adopted throughout this research was aimed at the deployment of minimal sensors and electronic circuitry. The cost and effectiveness of each of the developed monitoring system supports its possible deployment in industrial processes. In addition each monitoring function considered varying the operating pressures, thus adding flexibility to the system. The monitoring system is in this sense generic. In the case of linear actuator and parallel gripper, the developed monitoring system considered all levels of pressure within the range of operation. In other words the pneumatic system could be monitored at various supply pressures.
8.2 A Process Management System

Although each application dictated the development of a designated monitoring system, they can be integrated together to form one distributed modular system. A pick and place station such as the one shown in Figure 8.1 consists of two linear actuators (similar to the one used in this research) and a gripper. It is proposed that the developed systems can be deployed as modules or front-end- nodes supporting the distributed architecture shown in Figure 8.2. This allows for the monitoring of a number of stations in a production line. Upon detection of faults, it could be brought to the attention of operators, to take the appropriate remedial action, in real-time. Faults may also be reported to the system managing the process. When required, data can be transmitted to the higher level where advanced tools are available for analysis and/or record keeping. The server level also provides the developed monitoring system with advanced modelling software to support the reproduction of surfaces produced in this research. If the monitoring system was unable to detect a fault occurring in the process, further analysis can be performed and new fault symptoms defined and sent to the low level nodes (monitoring nodes) to update the monitoring capabilities using the run-time self programming as described in Chapter 7.

Figure 8.1: Pick and Place station [8.1].
The information and user interface node facilitates process parameter setting and manages the message display for the operator. Operating pressure, surface parameters and part size can be set through this node or downloaded from the server level. Nodes may need to communicate with each other (via CAN bus) to allow for a collective decision to be made. The linear actuator node may signal the controller once the end of stroke is confirmed to trigger the motion of the gripper. The gripper node could then be suitably informed to start monitoring its performance. CAN bus is a reliable and fast medium to facilitate such communication amongst nodes.

The connectivity node (middle node) provides the system with more processing power whenever local advanced analysis is required. This node also supports the synchronisation of data transmission and message passing between monitoring nodes and the server. The technical attributes and features of the dsPIC controller as well as the information related to CAN and Ethernet protocols, which were covered in Chapter 3, can be utilized to implement this system. The HTTP/FTP web servers can be implemented with TCP/IP protocol to enable e-monitoring of the production environment. In this way a predictive maintenance and management strategy may be realised.

![Architecture of the process management system.](image)

Figure 8.2: Architecture of the process management system.
The literature review, provided in Chapter 2, identified that no monitoring system based entirely on microcontrollers has been developed. That is a system in which data acquisition and analysis are accomplished using microcontrollers in order to determine the health of the process. The use of microcontrollers was limited to data acquisition and/or control functions. The potential benefits for low cost, yet effective monitoring systems, was evident throughout the review.

This research investigated the deployment of a powerful microcontroller (the dsPIC) with digital signal processing capability to undertake the monitoring solutions in industrial applications in general and pneumatics in particular. The capability and suitability of such a device was demonstrated through the monitoring of pneumatic systems. Higher production efficiency and reductions in operational costs may be achieved by deploying these small devices, since they are well suited for noisy and space limited environments.

The dsPIC devices were considered in this research for their processing potential in order to bring to the front-end-nodes the capability to detect and diagnose most known faults. This allows the connectivity node to be used only to communicate messages and process status and eliminates the need to transmit large amounts of data unless deemed necessary. Transmitting large volumes of (largely repetitive) data may affect the monitoring system performance due to a possible traffic bottleneck in some situations. The server at the highest level of the distributed system architecture is utilised when an unknown fault has arisen and/or surface parameters need to be updated (should a new device be introduced).

The results reported in Chapter 7 indicated the effectiveness of the gripper monitoring system in detecting part size in pick and place tasks. This could be improved to include detection of more faults such as leakage, blockage, cylinder seals and slippage. A slippage fault was simulated by a short power off which, in the actual system, may go unnoticed. Data may be referred to the server for analysis so that such a fault could be recorded. Investigation into this led to the realisation that checking the average or variance in pressure data while a part is transferred may be utilised to detect this fault. Figure 8.3 shows tests carried out at 4 bar and a 16 mm part to simulate the possibility of a part slipping during pick and place operations.
Figure 8.3: Simulation of slippage performed at 4 bar and a 16 mm part.

The circled fault was created by switching the valve off for periods of 40 msec and 60 msec. The first did not result in the part being dropped; the second however did result in the dropping of the part. This situation may arise in the process if the power goes off for any reason or a part is greasy for example. In these tests, the average and variance of data set between the peak amplitude and the placing of a part as indicated in the Figure (the set of data during part transfer) were calculated and are listed in Table 8.1. It can be seen that such measures may be used to indicate a fault had arisen and may provide its identification before the cycle is repeated. At this instance, the system would generate an alarm and data for the cycle could be sent to the server to investigate the matter further. The ON/OFF switching of the valve may indicate a fault related to the valve or the system controlling the process. More testing could be performed for further analysis as to identify the fault which led to the dropping of a part.
Table 8.1: Statistical parameters of the process simulating slippage.

<table>
<thead>
<tr>
<th>Pressure (ADC unit)</th>
<th>Normal</th>
<th>Part not slipped</th>
<th>Part slipped</th>
</tr>
</thead>
<tbody>
<tr>
<td>Average</td>
<td>1350.1</td>
<td>1310.4</td>
<td>1270.6</td>
</tr>
<tr>
<td>Variance</td>
<td>48.6</td>
<td>14429.6</td>
<td>32525.8</td>
</tr>
</tbody>
</table>

Other possible faulty operations were considered. If, for example, the pneumatic circuit is running out of lubricant, capturing and analysing the pressure signal can lead to its detection. Under such conditions, it was found that a decision made identifying the gripping of a correct part as being incorrect is a clear possibility as shown in Figure 8.4. This was recognised when experiments were resumed after a period of non-use of the gripper system, as described in Chapter 7.

Figure 8.4: Tests carried out at 4 bar and a 20 mm part, with low lubrication.

The pressure behaviour clearly indicated a wrong decision would be made about the process due to the effect of low lubrication which led to high friction inside the cylinder. The initial peak is higher than normal as more force was required to overcome the friction and start the movement of the gripper. This will obviously
occur in real life applications when a gripper is replaced or a system is shutdown for a period of time. The system can be utilised to adapt to start-up procedures that will be undertaken following such events. In practice it is likely that initial operations will be closely supervised by the operator who may determine the point at which automatic monitoring can be commenced. This is different to a "soft" fault that develops over time. Degradation in performance linked to lack of lubrication could be identified using the developed system following a period of monitoring and fault classification. The capability of the monitoring system would be enhanced as commonly occurring faults may be predicted and the required maintenance identified. The gripper operation will in turn be made more reliable and efficient.

Furthermore, leakage and blockage may develop in the pneumatic circuit. The location of such faults has different affects on the gripper performance. They may, for example, occur in the closing or opening side of the gripper fingers as shown in Figure 8.5. Simulation of such faults to extract features thereby identifying their occurrence in the "opening side" of the gripper motion was reported in Chapter 6. The "opening side" provides compressed air to force the gripper fingers to open, while the "closing side" is responsible for the gripping motion of the gripper fingers. A blockage occurring before or after the pressure sensor has a significant and diverse effect on the gripper operation. Example tests illustrating this effect are shown in Figure 8.6 and Figure 8.7. It is suggested that the accumulative value (the cusum) of the pressure can be used to provide a simple way of detecting such a fault. By considering this statistical quantity of a data set containing samples from the start of the cycle until the expected contact point with a part, it was calculated for a normal case to be 147230.2 (ADC unit). The cusum was found to be 207535 (ADC unit) and 126054.8 (ADC unit) for cases where blockages are located at "A" and "B" respectively. This was observed to increase with the level of blockage at "A". The reverse effect was however observed for blockages located at "B". That is, as the degree of blockage increases the cusum value decreases. A proper algorithm relating various features obtained from the required tests may lead to detection of these faults. Their locations may also be identified. Leakage can also be investigated in the same manner and a detection mechanism may be derived and implemented on the monitoring node, thus allowing the detection of most possible faults. This supports the efficiency of a predictive maintenance and management program as the monitoring
system capabilities keep improving. The detection method of any identified fault signature is added to the front-end-nodes (FENs) of the system monitoring the process to make it more reliable and effective. In other words, more analysis and diagnosis are assigned to the lower level while the server is more suitably used for the identification of new faults and surface modelling.

Figure 8.5: Pneumatic circuit. △ Manual valve simulating blockage.

Figure 8.6: A test, simulating a blockage located at “B”, at 4 bar and a 20 mm part.
Figure 8.7: A test performed at 4 bar and a 20 mm part to simulate a blockage located at “A”.
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Chapter 9

CONCLUSIONS AND FURTHER RECOMMENDATIONS

9.1 Conclusions

The research described in this thesis was aimed at investigating the feasibility and deployment of microcontrollers for the monitoring of pneumatic processes. The potential of dsPICs, as a distributed monitoring solution, was explored.

The speed of the applications which were the subject of this research and the limitation in memory of the monitoring tool were initially identified as a challenge to be overcome. Therefore, the developed monitoring methods were based on transient analysis. In each researched application, the monitoring system was made generic. It can be deployed in a wide range of applications.

Leak detection techniques were developed with application to gas fitting pipes. The speed at which correct decisions are determined was the essence of this method. The solutions were tested, compared and their capability validated using pipes which had been rejected according to industrial standards. In this application a dsPIC digital signal controller and a pressure sensor were deployed, thus ensuring a low cost monitoring solution. A method was proposed to implement both of the developed techniques on a single dsPIC so that a conclusive diagnosis can be reached.

Linear actuator “end of stroke” monitoring was made possible using limit switches. A more challenging method based only upon the deployment of a pressure sensor was accomplished. This proved the effectiveness of the approaches in terms of cost, and time and space limitations.

With regard to the gripper monitoring, a surface by which the gripper action can be monitored was obtained. In addition, various faults were simulated and their effect on
the gripper performance was investigated. Leakage and blockage were also investigated at various places in the pneumatic circuit to allow for an algorithm to be devised. Faults may be detected and isolated and their locations identified to allow for timely recovery treatment, thus supporting an energy saving strategy. A possible mechanism to identify these faults was proposed. The need for more testing to further enhance these capabilities was reported.

Individual dsPIC controllers although superior to the previous generation of microcontrollers may be limited in resources as compared to PCs but much higher capabilities would be attained in the overall distributed system. Effective fault detection and diagnosis was achieved in a number of pneumatic applications. The main benefit of such an approach is the ease with which the developed devices can be integrated to form powerful monitoring systems.

9.2 Further Recommendations

The developed monitoring systems were tested on the applications for which they were designed and were shown to be capable of making the correct decisions about the health of the process at various operating conditions. Further enhancements can be achieved by incorporating to the overall system the following suggestions.

Leak size in pipes can be quantified through a relationship with the decay rate. More tests on pipe with small varying holes are required to reach a conclusive and reliable formula in order to quantify leaks at various supply pressures.

During a pick and place operation, it is possible to encounter obstruction which may cause the part to slip. An instantaneous power cut-off could lead to the occurrence of such phenomenon. Monitoring the pressure during transfer period of parts is crucial. A simple detection method was proposed, but more tests and analysis are required to devise a mechanism capable of its detection at any given supply pressure.

Low lubrication is bound to happen in pneumatic circuits. This was observed as previously stated. Further testing and analysis could be carried out in the future to obtain a diagnostic regime to identify the occurrence of such fault.
Leak and blockage are faults which may develop with time and a monitoring system should be able to detect them. Simulation of these faults was provided in Chapter 8 which indicated that the location of such faults have diverse effects on the pressure behaviour and hence the performance of the pneumatic system. Other statistical measures may be developed to enhance the detection algorithm. It is recommended that this is investigated further not only to allow their detection but also to locate them to make the process recovery a simple task to undertake.

The pressure signal was analysed for each simulated and observed (low lubricant) faults individually. The occurrence of multiple faults should be investigated to study their effect on the process performance. Different faults may be present at the same time. Their symptoms could be combined to obtain a comprehensive method with the capability to detect and isolate such faults.

### 9.3 Research Contributions

This research has made the following main contributions towards knowledge:

- **Pressure transient-based diagnosis**
  - A low cost, process and condition monitoring system applied to pneumatic systems was developed using a single pressure transducer.
  - The integrity of products can be assessed in a wide range of applications using the developed method.
  - Utilising the squared rate of change to detect faults arising in the process is a novel approach.

- **Process performance surface**
  - The surface based monitoring supports the aim for generic and real-time monitoring of a wide range of applications.
  - The surface provides the detection of faults occurring in the process which then leads to their isolation through the transient analysis.
  - An optimum method was proposed in order to update the surface (in a speedy way) whenever required. This supports the system adaptability to changing conditions and helps reducing the development time-constraint.
dsPIC deployment

- The use of dsPIC allows the implementation of the developed techniques and provides the required communication (CAN and Ethernet) capability. A web-enabled distributed architecture, based solely on dsPICs, as a process monitoring and control solution can be realised.
- Capturing all significant events via continuous monitoring for off-line analysis and diagnosis. This reporting process allows development of diagnostic systems.
- The capability of this device as a modelling tool was examined and its limitation was revealed.
- The feasibility of dsPIC to undertake the monitoring function in processes operating at high speed was demonstrated.
Appendix A

DsPIC RELATED DIAGRAMS

The Block Diagram of dsPIC30F6014 DSC
The dsPIC30F features

High Performance Modified RISC CPU:

- Modified Harvard architecture
- C compiler optimized instruction set architecture
- Flexible addressing modes
- 84 base instructions
- 24-bit wide instructions, 16-bit wide data path
- Up to 144 Kbytes on-chip Flash program space
- Up to 48K instruction words
- Up to 8 Kbytes of on-chip data RAM
- Up to 4 Kbytes of non-volatile data EEPROM
- 16 x 16-bit working register array
- Up to 30 MIPs operation:
  - DC to 40 MHz external clock input
  - 4 MHz-10 MHz oscillator input with PLL active (4x, 8x, 16x)
- Up to 41 interrupt sources:
  - 8 user selectable priority levels
  - 5 external interrupt sources
  - 4 processor traps

DSP Features:

- Dual data fetch
- Modulo and Bit-reversed modes
- Two 40-bit wide accumulators with optional saturation logic
- 17-bit x 17-bit single cycle hardware fractional/integer multiplier
- All DSP instructions are single cycle
  - Multiply-Accumulate (MAC) operation
- Single cycle ±16 shift

Peripheral Features:

- High current sink/source I/O pins: 25 mA/25 mA
• Five 16-bit timers/counters; optionally pair up 16-bit timers into 32-bit timer modules
• 16-bit Capture input functions
• 16-bit Compare/PWM output functions:
• Data Converter Interface (DCI) supports common audio Codec protocols, including I2S and AC'97
• 3-wire SPI™ modules (supports 4 Frame modes)
• I2C™ module supports Multi-Master/Slave mode and 7-bit/10-bit addressing
• Two addressable UART modules with FIFO buffers
• Two CAN bus modules compliant with CAN 2.0B standard

Analog Features:
• 12-bit Analog-to-Digital Converter (A/D) with:
  - 100 Ksp conversion rate
  - Up to 16 input channels
  - Conversion available during Sleep and Idle
• Programmable Low Voltage Detection (PLVD)
• Programmable Brown-out Detection and Reset generation

Special Microcontroller Features:
• Enhanced Flash program memory:
  - 10,000 erase/write cycle (min.) for industrial temperature range, 100K (typical)
• Data EEPROM memory:
  - 100,000 erase/write cycle (min.) for industrial temperature range, 1M (typical)
• Self-reprogrammable under software control
• Power-on Reset (POR), Power-up Timer (PWRT) and Oscillator Start-up Timer (OST)
• Flexible Watchdog Timer (WDT) with on-chip low power RC oscillator for reliable operation
• Fail-Safe Clock Monitor operation:
  - Detects clock failure and switches to on-chip low power RC oscillator
• Programmable code protection
• In-Circuit Serial Programming™ (ICSP™)
• Selectable Power Management modes:
- Sleep, Idle and Alternate Clock modes

**CMOS Technology:**
- Low power, high speed Flash technology
- Wide operating voltage range (2.5V to 5.5V)
- Industrial and Extended temperature ranges
- Low power consumption
The DSP Engine Block Diagram

- 40-bit Accumulator A
- 40-bit Accumulator B
- Saturate
- Adder
- Negate
- Barrel Shifter
- Sign-Extend
- 17-bit Multiplier/Scaler
-Operand Latches
-Zero Backfill
-To/From W Array

X Data Bus
Y Data Bus

Enable
Program Space Memory Map

- **Reset - qoto instruction**
  - 000000
- **Reset - Target Address**
  - 000002
  - 000004
- **Interrupt Vector Table**
- **Reserved**
  - 00007E
  - 000080
  - 000084
  - 0000FE
  - 000100
- **Alternate Vector Table**
- **User Flash Program Memory (48K instructions)**
  - 017FFE
  - 018000
  - 7FEFFE
  - 7FFD00
- **Data EEPROM (4 Kbytes)**
  - 7FFEFE
  - 800000
- **Reserved**
- **Configuration Memory Space**
  - 8005BE
  - 8005C0
  - 8005FE
  - 800600
  - F7FFEFE
  - F80000
  - F8000E
  - F80010
  - FFFFFFFE
- **Device Configuration Registers**
- **Reserved**
- **DEVID (2)**
  - FEFFFE
  - FF0000
  - FFFFFFFE
Data Space Memory Map

MS Byte Address | 16 bits | LS Byte Address
---|---|---

2 Kbyte SFR Space
- 0x0001
- 0x07FF
- 0x0801

8 Kbyte SRAM Space
- 0x17FF
- 0x1801
- 0x1FFF
- 0x27FF
- 0x2801
- 0x8001
- 0xFFFF

Optionally Mapped into Program Memory

- 0x0000
- 0x07FE
- 0x0800
- 0x17FE
- 0x1800
- 0x1FFF
- 0x27FE
- 0x2800
- 0x8000
- 0xFFFF

8 Kbyte Near Data Space
- 0x0000
- 0x07FE
- 0x0800
- 0x17FE
- 0x1800
- 0x1FFF
- 0x27FE
- 0x2800
- 0x8000
- 0xFFFF
Oscillator System Block Diagram

- Primary Oscillator
- PLL x4, x8, x16
- Primary Oscillator
- Secondary Oscillator
- 32 kHz LP Oscillator
- Internal Fast RC Oscillator (FRC)
- Internal Low Power RC Oscillator (LPRC)
- Fail-Safe Clock Monitor (FSCM)
- Oscillator Trap
- Oscillator Configuration bits
- POR Done
- Wake-up Request
- COSC<1:0>
- NOSC<1:0>
- OSWEN
- FCKSM<1:0>
- POST<1:0>
- System Clock
- Wake-up Request
- CF
- to Timer 1
CAN Buffers and Protocol Engine Block Diagram

BUFFERS

PROTOCOL ENGINE

Note 1: \( i = 1 \) or \( 2 \) refers to a particular CAN module (CAN1 or CAN2).
Appendix B

TRANSIENTS AND THEIR MODELS FOR 2, 3 AND 4 BAR

Transient model of 2 bar at no leak

Transient model of 2 bar at 0.4 mm leak

Transient model of 2 bar at 0.8 mm leak

Transient model of 2 bar at 1.2 mm leak
Transient model of 3 bar at no leak

Transient model of 3 bar at 0.4 mm leak

Transient model of 3 bar at 0.8 mm leak

Transient model of 3 bar at 1.2 mm leak
Transient model of 4 bar at no leak

Transient model of 4 bar at 0.4 mm leak

Transient model of 4 bar at 0.8 mm leak

Transient model of 4 bar at 1.2 mm leak
Appendix C
LINEAR ACTUATOR FACT SHEETS

Automation Components of Modular Design

Mini linear unit ML13

<table>
<thead>
<tr>
<th>Type</th>
<th>Stroke (mm)</th>
<th>Adjusting range (mm)</th>
<th>Piston force at 72.5 psi (5 bar)</th>
<th>Max. load stat.dyn. lb (N)</th>
<th>Mb, lbf.in (Nm)</th>
<th>Mb, lbf.in (Nm)</th>
<th>Air consumption for each double stroke at 72.5 psi (5 bar)</th>
<th>Weight (lb)</th>
</tr>
</thead>
<tbody>
<tr>
<td>ML13-25</td>
<td>0-25</td>
<td>0-25</td>
<td>115</td>
<td>7lb (32N)</td>
<td>29 (131)</td>
<td>31 (137)</td>
<td>44 (196)</td>
<td>40 (4.5)</td>
</tr>
<tr>
<td>ML13-50</td>
<td>0-50</td>
<td>13-50</td>
<td>140</td>
<td>7lb (32N)</td>
<td>19 (84)</td>
<td>20 (88)</td>
<td>43 (190)</td>
<td>40 (4.5)</td>
</tr>
<tr>
<td>ML13-75</td>
<td>0-75</td>
<td>38-75</td>
<td>165</td>
<td>7lb (32N)</td>
<td>14 (62)</td>
<td>15 (66)</td>
<td>43 (190)</td>
<td>44 (196)</td>
</tr>
<tr>
<td>ML13-100</td>
<td>0-100</td>
<td>63-100</td>
<td>190</td>
<td>7lb (32N)</td>
<td>9 (41)</td>
<td>10 (43)</td>
<td>43 (190)</td>
<td>44 (196)</td>
</tr>
</tbody>
</table>

Order No. ML13

- O = Without cushions
- A = Elastomer cushions (Standard: ML13/1 / KB 06)

Technical data:
- Built in stop screw with fine threads provide adjustable stroke.
- The stop screws can be fitted with patented sensing elements (see section 8 "Stop system with plug-in sensing elements").
- End position damped with elastomer cushions KB 06.
- Bearing: Precision linear ball bearings
- Operating medium: Compressed air oiled/ not oiled
- Operating pressure: 43.5 - 116 psi (3 - 8 bar)
- Piston diameter: 12mm
- Repeatability: +/- 0.01mm (0.0004"")
- Air connection: M5
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Precision Stop System With Sensing Element

For monitoring mechanical motions, Meto-Fer has a patented Stop System that provides fine stroke adjustment of the stop position and simultaneously provides an output in electrical, electronic, or pneumatic form to confirm that the stop position has been met.

**Functional Principle**

- The stop screw is used to adjust the mechanical end-position of the motion.
- The fine thread of the stop screw allows exact adjustment of the mechanical end position. The locknut secures the adjusted position.
- The stop screw contains a spring and hardened stop pin, which operates the attached sensing element when the pin is driven to the end position.
- The stroke of the hardened stop striker is 1.5 mm.
- This combination eliminates the need for a secondary sensor adjustment after the hard stop adjustment has been made.
- They come standard on all our rotary and linear actuators, or they can be integrated into your design as stand alone products whenever precision feedback and adjustment are required.

### Stop Screw AS

<table>
<thead>
<tr>
<th>Dimension</th>
<th>Part No.</th>
</tr>
</thead>
<tbody>
<tr>
<td>M8x1</td>
<td>5/16-24</td>
</tr>
<tr>
<td>M8x1</td>
<td>AS 08/15</td>
</tr>
<tr>
<td>M10x1</td>
<td>AS 08/40</td>
</tr>
<tr>
<td>M10x1</td>
<td>AS 10/50</td>
</tr>
<tr>
<td>M12x1</td>
<td>AS 12/60</td>
</tr>
<tr>
<td>M12x1</td>
<td>AS 12/80</td>
</tr>
<tr>
<td>M12x1</td>
<td>AS 18/100</td>
</tr>
<tr>
<td>M12x1</td>
<td>AS 1/2-20</td>
</tr>
<tr>
<td>1/2-20</td>
<td>AS 5/16-20</td>
</tr>
<tr>
<td>5/16-24</td>
<td>AS 1/2-20</td>
</tr>
</tbody>
</table>

*Please note additional information on page 12 / 13*

**Additional Information**

\[ F = \text{force or load} \quad (N) \quad F = m \times a \]
\[ M = \text{mass (kg)} \quad a = \text{acceleration (m/s)} \]
- mechanically adjust stroke limit with electronic or pneumatic sensing device
- element can be plugged on
- Type ..-NS.-PS.: sense with inductive proximity switch
- Type ..-EB: electro-mech. switch
- Type P: 3/2 directional control valve

Plug on to any stop screw and secure with set screw.

<table>
<thead>
<tr>
<th>22 x 12mm NAMUR</th>
<th>22 x 12mm LOGIC</th>
</tr>
</thead>
<tbody>
<tr>
<td>b = brown s = black w = white t = blue</td>
<td></td>
</tr>
<tr>
<td>wires are color coded according to EN 50044</td>
<td></td>
</tr>
<tr>
<td>supply voltage</td>
<td>5V ... 24V DC</td>
</tr>
<tr>
<td>residual ripple</td>
<td>10%</td>
</tr>
<tr>
<td>load current</td>
<td>200mA</td>
</tr>
<tr>
<td>current drain, activated</td>
<td>&lt;1mA</td>
</tr>
<tr>
<td>current drain, not activated</td>
<td>&lt;4mA</td>
</tr>
<tr>
<td>Max. switching current (AC and DC)</td>
<td></td>
</tr>
<tr>
<td>Max. switching voltage DC</td>
<td></td>
</tr>
<tr>
<td>Max. switching voltage AC</td>
<td></td>
</tr>
<tr>
<td>polarity protection</td>
<td>yes</td>
</tr>
<tr>
<td>short circuit prot. / overvoltage prot.</td>
<td>yes</td>
</tr>
<tr>
<td>switching function</td>
<td>analog</td>
</tr>
<tr>
<td>output type</td>
<td>NAMUR</td>
</tr>
<tr>
<td>LED status indicator</td>
<td>yes</td>
</tr>
<tr>
<td>switching rate</td>
<td>2 kHz</td>
</tr>
<tr>
<td>operating temperature range</td>
<td>-20°C ... +70°C</td>
</tr>
<tr>
<td>casing material</td>
<td>plastic</td>
</tr>
<tr>
<td>cable cross section</td>
<td>0.14mm²</td>
</tr>
<tr>
<td>cable: - PUR cable is standard</td>
<td>integral molded cable or cable with plug (see page 4)</td>
</tr>
<tr>
<td>- cable inf. - (see page 4)</td>
<td>integral molded cable or cable with plug (see page 4)</td>
</tr>
<tr>
<td>system of protection per DIN 40050</td>
<td>IP 67 (plug version = IP 65)</td>
</tr>
<tr>
<td>signal transmitter stop screw</td>
<td>stop screw</td>
</tr>
<tr>
<td>remarks to the part number</td>
<td>Part Number</td>
</tr>
<tr>
<td>Reference codes see page 1</td>
<td>QE-022-AX-110</td>
</tr>
<tr>
<td>QE-022-AX-020</td>
<td>QE-022-NS-02L</td>
</tr>
<tr>
<td>QE-022-AX-U20</td>
<td>QE-022-NS-U2L</td>
</tr>
<tr>
<td>QE-022-AX-110</td>
<td>ST-11G-3B-U2X</td>
</tr>
<tr>
<td>QE-022-NS-11L</td>
<td>ST-02G-3A-U2X</td>
</tr>
<tr>
<td>QE-022-AX-020</td>
<td>INTEGRAL MOLDED CABLE</td>
</tr>
<tr>
<td>QE-022-NS-02L</td>
<td></td>
</tr>
<tr>
<td>QE-022-AX-U20</td>
<td></td>
</tr>
</tbody>
</table>
Appendix D

Example Tests Related to the Use of “Grip 2”

Pressure transients for tests performed at 6 bar using grip 2.
Appendix E

Fact sheets related to the pressure sensor

Industrial Heavy Duty Pressure Sensors with Internal Membrane

Output signal: 0 ... 10 V, 4 ... 20 mA
0 ... 100 mV, 1 ... 5 V

Measuring ranges
Min. -1 ... 0 bar, max. 0 ... 600 bar

Application Range
Pneumatic and hydraulic control technology:
General machinery;
Engines and generators.
Together with diaphragm seals (DAS-Programme) also suitable for application in high viscosity, aggressive or crystallising media.

Features
- Housing ABS or stainless steel
- Economically priced
- Contactless electrical pickup
- Space saving design
- 1.3- or 2 fold overloading
- Measuring systems of copper alloy or stainless steel 1.4571
- High sensitivity
- Insensitive to shocks

Description
The Pressure Sensors convert the motion of a spring movement (Bourdon tube) into a pressure proportional output signal.
The conversion of the motion into an electrical signal is achieved by means of the "Hall" effect.
Due to the contact-free conversion, no wear is experienced.
This sensor represents an economic solution for measurement applications where an electrical signal is necessary and a local indication is not possible or unnecessary.
With an accuracy class of ± 1 %, it is possible to cover a large spectrum of measurement applications.
The pressure connection is available with a G ¾ male thread. Other connections on enquiry.
A choice of two materials is available, copper alloy or stainless steel (1.4571).
All system components are enclosed in a spacesaving housing of stainless steel (1.4301) with IP 65 protection.
The electrical connection is led axially out of the housing and is provided with a plug in accordance with DIN 43650. Optional 1 metre cable can also be supplied.

Operating temperature: -40 ... +80 °C
Storage temperature: -40 ... +80 °C
## Industrial Heavy Duty Pressure Sensors with Spring Movement

<table>
<thead>
<tr>
<th>Series</th>
<th>3300/1</th>
<th>3300/2</th>
<th>3300/3</th>
<th>3300/4</th>
</tr>
</thead>
<tbody>
<tr>
<td>Accuracy %</td>
<td>1.0</td>
<td>1.0</td>
<td>1.0</td>
<td>1.0</td>
</tr>
<tr>
<td>Output</td>
<td>4...20 mA</td>
<td>10 V</td>
<td>0...100 mV</td>
<td>1...5 V</td>
</tr>
<tr>
<td>Housing</td>
<td>Stainless steel 1.4301</td>
<td>Brass</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Pressure connection</td>
<td>Brass</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Thread</td>
<td>G 1/4 A</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Supply volt</td>
<td>12...36 VDC</td>
<td>12...36 VDC</td>
<td>8...36 VDC</td>
<td></td>
</tr>
<tr>
<td>Electrical connection</td>
<td>Plug in accordance with Din 43690</td>
<td>1 m cable</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Measuring range bar</td>
<td>12...36 VDC</td>
<td>12...36 VDC</td>
<td>8...36 VDC</td>
<td></td>
</tr>
</tbody>
</table>

### Price Group A

<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>044 007</td>
<td>046 107</td>
<td>049 107</td>
<td>044 704</td>
</tr>
<tr>
<td>045 007</td>
<td>046 107</td>
<td>049 107</td>
<td>045 704</td>
</tr>
<tr>
<td>046 007</td>
<td>046 107</td>
<td>049 107</td>
<td>046 704</td>
</tr>
<tr>
<td>049 007</td>
<td>049 107</td>
<td>049 704</td>
<td>049 704</td>
</tr>
</tbody>
</table>

### Price Group B

<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>073 007</td>
<td>073 107</td>
<td>073 704</td>
<td>073 504</td>
</tr>
<tr>
<td>074 007</td>
<td>074 107</td>
<td>074 704</td>
<td>074 504</td>
</tr>
<tr>
<td>075 007</td>
<td>075 107</td>
<td>075 704</td>
<td>075 504</td>
</tr>
<tr>
<td>076 007</td>
<td>076 107</td>
<td>076 704</td>
<td>076 504</td>
</tr>
<tr>
<td>078 007</td>
<td>078 107</td>
<td>078 704</td>
<td>078 504</td>
</tr>
<tr>
<td>079 007</td>
<td>079 107</td>
<td>079 704</td>
<td>079 504</td>
</tr>
<tr>
<td>080 007</td>
<td>080 107</td>
<td>080 704</td>
<td>080 504</td>
</tr>
<tr>
<td>081 007</td>
<td>081 107</td>
<td>081 704</td>
<td>081 504</td>
</tr>
<tr>
<td>082 007</td>
<td>082 107</td>
<td>082 704</td>
<td>082 504</td>
</tr>
<tr>
<td>084 007</td>
<td>084 107</td>
<td>084 704</td>
<td>084 504</td>
</tr>
<tr>
<td>086 007</td>
<td>086 107</td>
<td>086 704</td>
<td>086 504</td>
</tr>
<tr>
<td>087 007</td>
<td>087 107</td>
<td>087 704</td>
<td>087 504</td>
</tr>
</tbody>
</table>

1. Aux. supply < 12 V accuracy 1.6%.
2. Also available with ABS housing.
3. Also available with zero point adjustment.
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