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ABSTRACT

Over recent years, there has been an increasing level of interest in the cosmological significance of observations of the Sunyaev Zel'dovich (SZ) effect in galaxy clusters. Although the SZ effect has been known about for around fifty years, observations of it have only become mainstream recently. The SZ effect refers to the redistribution of energy of Cosmic Microwave Background (CMB) photons due to inverse Compton scattering off populations of free electrons, most commonly in galaxy clusters. The SZ acts as an artificial ‘emitter’ or ‘absorber’ along the line of sight to a cluster once other backgrounds have been removed. SZ measurements suffer from a range of systematic effects that have made observations in the region of the spectrum where the SZ simulates an ‘emitter’ (above ~ 220 GHz) particularly challenging. Nevertheless, the scientific potential of large-scale SZ surveys is large. In particular, the SZ distortion to the CMB is independent of redshift and limited only by the mass of the clusters being observed. This makes SZ surveys useful for making detailed observations of the evolution of large-scale structure of the Universe, which depends sensitively on cosmological parameters. Knowledge of the spectrum of the SZ effect can also be used to constrain the peculiar velocity of galaxy clusters, which has the potential to provide information about the nature of dark energy. This thesis describes the observation, mapping and detailed analysis of the cluster Abell 1835 at 1.1 mm, where the SZ acts as an ‘emitter’. An estimate of the SZ emission from Abell 1835 is obtained and combined with other measurements of the cluster to generate a spectrum, from which one of the most precise limits on a cluster’s peculiar velocity to date is obtained.
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Chapter 1

Introduction

The discovery of the Cosmic Microwave Background (CMB) in 1965 by Penzias and Wilson [156] revolutionized our view of the Universe. It provided the most decisive evidence in support of the so-called Big Bang model of the Universe, in which the Universe initially existed in an extremely small, hot and dense phase before expanding into the cosmos we see today. Prior to the discovery of the CMB, there had been many years of controversy over the interpretation of observations by Vesto Slipher and, later, Edwin Hubble that appeared to imply that the Universe was expanding [101]. Two alternative explanations for the expansion were proposed: the Big Bang\(^1\) theory, and the Steady-state hypothesis - in which it was proposed that the Universe had existed for an infinite time and that matter was continually being created in the regions of the Universe that were being evacuated during the expansion (e.g. [97]).

\(^1\)The title of 'The Big Bang' was coined by Fred Hoyle - one of the original proponents of the alternative Steady State hypothesis - on the BBC radio programme 'Third Programme', broadcast in 1949. Although it is frequently claimed to have been used in a derogatory sense, Hoyle insisted that the term was used only to illustrate the concept more clearly for radio listeners.
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One of the most striking features of the CMB is its extreme uniformity. In the original discovery paper, Penzias and Wilson report an excess noise of $3.5 \pm 1.0\text{K}$, which appeared to be isotropic and unpolarized to within the sensitivity of the instrument being used. This excess noise had been predicted by [59] as a signature of the Big Bang. Although Steady State theory also predicted a background of radiation, formed by the scattering of the light from stars by galactic dust, it was unable to account for the extreme uniformity of the CMB or the lack of appreciable polarization (which would be expected to be produced by scattering processes). This, along with a large body of evidence that supported the Big Bang theory over Steady-state (including, for example, the variation of radio source counts with distance and the observed abundance of the lighter elements Hydrogen, Helium and Lithium, which can be predicted accurately from Big Bang nucleosynthesis models), led to the Big Bang theory being adopted as the standard cosmological paradigm.

In 1992, results from Far-InfraRed Absolute Spectrophotometer (FIRAS) in the satellite COBE (Cosmic Background Explorer) demonstrated that the CMB spectrum was an almost perfect blackbody with temperature of $2.735 \text{K}$ [83, 136], while the Differential Microwave Radiometer (DMR) instrument on the same telescope measured variations in the CMB on the level of roughly one part in $100,000$ [199]. These observations are viewed as the 'final' confirmation of the Big Bang scenario, since the near-perfect blackbody was very hard to reconcile with the Steady-state hypothesis, but had a natural explanation in the Big Bang theory, as radiation emitted when the Universe was extremely small and dense. The COBE results are also generally accepted to have represented the beginning of precision observational cosmology, which has subsequently become one of the biggest fields in current astrophysical research.
The uniformity of the CMB also appeared to confirm one of cosmology's most basic assumptions - the so-called 'cosmological principle' - which states that the Universe is homogenous and isotropic on large scales. A Universe that is completely homogenous, however, could never evolve into a structured Universe such as the one we see today. The variations found by COBE offer a way out of this conundrum. These 'anisotropies' in the CMB are believed to represent variations in the radiation density at the time of recombination (when the photons that make up the CMB were first released), which also map variations in the gravitational potential during that period.

It is currently believed that shortly after the Universe began it underwent a period of extremely rapid expansion, referred to as 'inflation'. Quantum mechanical variations in the distribution of all the constituents of the Universe were mapped onto 'large' scales as a result of this expansion, and seeded the variations in the matter distribution required to form large-scale structure (LSS). Although this inflation was very quick, it is thought to have only lasted for a brief period of time, after which the Universe is believed to have been reheated by some mechanism before continuing to expand (albeit at a far slower rate than during inflation).

At this time, the Universe was hot enough that simple atoms could not form, and the baryonic matter in it existed as a soup of free atomic nuclei; protons; neutrons, and electrons. Free electrons couple strongly to photons and, as a result, the early Universe is believed to have been opaque. This had the effect of 'trapping' photons in the regions in which they were produced. Once inflation had ended baryonic matter would have begun to fall into the gravitational potentials produced by variations in the dark matter density, but the pressure from photons

---

2Dark matter is a form of matter thought to make up roughly 21% of the Universe's mass. As its name suggests, it is not thought to interact with light and so must be observed by the effects of its gravitational influence. The exact nature of this dark matter is not currently understood.
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coupled to the baryonic matter would have resisted this collapse. The competing
effects of gravitational collapse and photon pressure is expected to have set up
acoustic oscillations in the baryonic matter that continued up to recombination,
producing over-dense and under-dense regions on a variety of scales. At recom­
bination the temperature of the Universe dropped below that required to ionize
Hydrogen and the free electrons are expected to have combined with atomic nuclei
to produce neutral atoms. As a result, the Universe became transparent over a
short period of time and the support of photon pressure against gravitational col­
lapse was removed. The large-scale structure we see in the Universe today could
then begin to form.

Not only do the anisotropies in the CMB provide evidence for how structure
may have formed in the Universe, it is also thought that the distribution of power
from anisotropies on different scales (the so-called power spectrum of anisotropies)
can tell us about fundamental parameters that characterize the Universe. The
overall scale of the CMB power spectrum, for example, is thought to provide infor­
mation about the curvature of the Universe. This is because the physical scale of
the oscillations that correspond to peaks in the power spectrum can be predicted
from the simple physical model discussed above and compared to its observed an­
gular size (for a full discussion of the physics behind CMB anisotropies see [100]
or [63]).

It is unsurprising, therefore, that research into the anisotropies of the CMB
have been the main aim of observational cosmology in recent times. Studies of the
CMB power spectrum by satellites such as the Wilkinson Microwave Anisotropy
Probe (WMAP) [17] and the Balloon Observations of Millimetric Extragalactic
Radiation and Geophysics (BOOMERanG) project [55] have precisely measured
the form of the CMB power spectrum up to multipoles $l \sim 500$. \footnote{Multipole moments are a measurement of angular scale. Higher moments correspond to smaller angular scale. $l \sim 200$ corresponds to an angular scale of $\sim 1\degree$.} Current missions, such as the Planck satellite, are set to map the CMB power spectrum at even higher resolution \cite{planck}, and researchers have begun to study the polarization of CMB photons, which have the ability to tell us about so-called tensor fluctuations (gravitational waves) in the early Universe - a potentially important test of different inflationary models \cite{inflation1,inflation2}.

Increasing efforts are, however, now being made to study so-called 'secondary anisotropies' in the CMB which are not caused by acoustic oscillations in the early Universe. These anisotropies are, in general, a result of CMB photons interacting with matter during their passage through space following recombination (for a review, see \cite{anisotropies}). Although the total background power spectrum (which refers to the power spectrum that is actually observed by an instrument, i.e. including contributions from the CMB as well as from sources of secondary anisotropies) is dominated at larger angular scales by CMB, secondary anisotropies can dominate at small scales.

Principal among these are anisotropies caused by the Sunyaev Zel'dovich (SZ) effect, which dominates the total background power spectrum for multipoles of $l \sim 2000 - 3000$ and above. The effect was originally suggested by Rashid Sunyaev and Yakov Zel'dovich in the 1970's \cite{sz1,sz2} and occurs when CMB photons inverse Compton scatter off free electrons located in the inter-cluster medium (ICM) of galaxy clusters. The statistical probability of a CMB photon gaining energy during these interactions is found to be greater than the probability that it will lose energy. As a result, CMB photons interacting with a population of free electrons will experience a net redistribution of energy from lower to higher frequencies,
resulting in a distortion of their spectrum.

The exact form of the distortion depends upon the velocity distribution of the electrons. Indeed, when the SZ effect was first proposed, it was regarded as one way of investigating the nature of the thermal distribution of electrons in clusters. It soon became clear, however, that this could be accomplished much better using X-ray observations. Indeed contemporary observations by, for example, the Chandra X-ray satellite have revealed that the structure of clusters can be extremely complicated. Gravitational interactions can strip gas from individual galaxies [130] (alternatively, see [114]), while 'cavities' created by radio jets have also been observed [193].

As the standard model of cosmology began to take shape, however, it became evident that the SZ effect could become a useful tool for cosmological research in at least two important ways.

Firstly, SZ and X-ray emission from a cluster can be used to produce an estimate of its angular diameter distance, \( D_A \). This, combined with the redshift of the cluster, can then be used to deduce Hubble's constant, \( H_0 \), for a given form for the cosmological deceleration parameter, \( q_0 \) [23]. For a large sample of galaxy clusters at various redshifts it should, therefore, be possible to constrain the evolution of \( H_0 \) with time, providing an independent means of testing the hypothesis that spacetime in recent epochs has been accelerating (an idea first proposed on the basis of studies of distant supernovae, e.g. [159]).

Secondly, one of the fundamental tests of our cosmological model is the evolution of large-scale structure (LSS) in the Universe, which is critically dependent upon the values of the cosmological parameters. Theoreticians have been successful
in recent years in conducting detailed computer simulations of structure formation in different cosmological scenarios (e.g. [200]). Ideally, these simulations should be compared to large catalogues of galaxies and galaxy clusters in order to constrain the values of the cosmological parameters based on observations. There are a number of methods of conducting such large scale surveys. Traditionally, these have been limited by flux, and so can only be complete to a certain redshift. Because the SZ is a distortion of the CMB spectrum however, it is expected that the surface brightness of the SZ will remain constant for a given mass cluster, independent of its distance from Earth. In theory, therefore, it should be possible for a particular SZ telescope to observe all clusters with mass above a specific threshold back to the surface of last scattering itself. There are at least two major benefits of such a survey:

1. The redshift coverage is much larger than traditional techniques, allowing a much greater period of the Universe's history to be explored and allowing a greater divergence between different cosmological models to become apparent;

2. The evolution of LSS can be characterised in terms of a mass function, $dn(M, z)/dM$, which describes the functional form of the comoving number density, $n$, of clusters with mass, $M$, at redshift, $z$. Since SZ surveys are limited by mass, therefore, they represent a much more natural means of constraining the mass function.

Large-scale surveys of clusters using the SZ effect therefore offer the potential to study the evolution of structure in greater detail than is currently possible.

The SZ effect from galaxy clusters in fact has two components: the thermal and kinematic SZ. The thermal component is the 'classical' SZ due to inverse Comp-
ton scattering of CMB photons off free electrons in the hot intracluster medium; whereas the kinematic component is due to the bulk motion of the clusters. These effects have to be separated in order to make the kinds of precision measurements required for the cosmological studies discussed above. In principal, this is possible since the thermal and kinematic effects have different spectra. If a cluster is observed at a number of wavelengths, therefore, it should be possible to achieve this separation.

SZ observations suffer, however, from a number of systematic uncertainties. Early observations of the SZ were generally in the so-called ‘decrement’ region of the SZ spectrum, at frequencies below ~220GHz. In this region of the electromagnetic spectrum, the number of photons being boosted to higher frequencies is greater than the number of photons being boosted from lower frequencies. Overall, therefore, the CMB intensity is reduced. In the decrement, systematic uncertainties - in particular confusion with other astrophysical sources - are generally lower. Observations of the SZ effect above 220 GHz suffer from a greater number of systematic issues, for example variations in a cluster’s temperature profile due to internal structure of the type seen by Chandra (described above), and have only been attempted relatively recently. Observing the complete SZ spectrum is crucial to providing accurate estimates of the kinematic contribution, so that the potential for SZ surveys to limit cosmological parameters can be fully realised.

Observations of the kinematic effect are also of intrinsic interest, since they provide information on the velocity fields of clusters. These velocity fields are believed to be affected by the amount and nature of the dark energy in our Universe, and observations of the kinematic SZ are, therefore, expected to be an independent

\footnote{Although the kinematic effect has the same spectral form as the CMB, making their separation more difficult in single observations.}
means of investigating this aspect of our Universe in detail.

This thesis describes the mapping of four clusters: Abell 1835; Abell 2218; Abell 851, and MS0451.6-0305 in the SZ, at a frequency of 273GHz, using the Bolometric Camera (Bolocam), mounted on the Caltech Submillimetre Observatory (CSO), and the subsequent detailed analysis of one of these clusters: Abell 1835. We derive an estimate of the thermal SZ from this cluster and combine this with observations of Abell 1835 made at other wavelengths to determine a form for the SZ spectrum for the cluster, from which we estimate its peculiar velocity. We also present results that characterize the point sources in the field, which are an important source of confusion in SZ observations.

The structure of this thesis is as follows: in Chapter 2 we outline the theoretical background to the SZ, discuss the scientific potential of studies of the SZ and review the methods and current status of SZ observations; in Chapter 3 we outline the observations used to obtain the data presented in this research; in Chapters 4 and 5 we discuss the development of a pipeline for reducing and mapping this data; in Chapter 6 we outline the analysis code written to extract characteristic fluxes from the sources in the science maps; in Chapter 7 we present the results of this analysis for Abell 1835 and discuss sources of error; in Chapter 8 we describe the combining of our results with those from other experiments to obtain an overall SZ spectrum for Abell 1835 and estimate the central Compton parameter and peculiar velocity of the cluster, and in Chapter 9 we discuss further work that could be carried out based upon our results and present our final conclusions.
Chapter 2

The Sunyaev Zel’dovich effect - theory and observation

The SZ effect was first proposed by Sunyaev and Zel’dovich in the early 1970’s [204,205]. Since then, the theory has become well-developed, and there are numerous reviews available in the literature [23,36,178]. The paper by Birkinshaw in particular is generally considered as one of the seminal reviews of the SZ effect and a significant amount of the theory in this chapter is derived from it. This chapter begins with an outline of the physics and mathematics that describe the interaction between a field of radiation and a population of free electrons, and the distortion of the radiation that results; this is followed by a general discussion of the thermal and kinematic SZ effects and the cosmological implications of SZ observations, and ends with a review of the techniques used to make observations of the SZ and of observations to date.
2.1 Photon-electron interactions

Radiation fields: specific intensity

A radiation field at position $x$ can be generally described in terms of its specific intensity, $I(k, x, t)$. This quantity gives the amount of energy, $dE$, from the radiation field crossing an area element, $dA$, in the time interval $dt$ from within solid angle, $d\Omega$, about the direction of the radiation, $k$, in the frequency interval, $dv$, as:

$$dE(k, x, t) = I(k, x, t)dAd\Omega dvdt$$  \hspace{1cm} (2.1)

For a blackbody, the specific intensity is given by:

$$I = \frac{2\nu^3}{c^2} \frac{1}{e^{\frac{h\nu}{k_B T_{\text{rad}}}} - 1}$$ \hspace{1cm} (2.2)

where $h$ is the Planck constant, $k_B$ is the Boltzmann constant, $c$ is the speed of light, and $T_{\text{rad}}$ is the 'temperature' of the radiation field. The form of the blackbody function is shown in Fig. 2.1 for sources with different temperatures.

As discussed previously, the CMB radiation field is a near-perfect blackbody, and if CMB photons interact with matter their specific intensity may be altered. Following the notation of [23], the change in $I$ is determined by the transport equation:
Figure 2.1: Spectra for blackbodies of different temperatures. At a given frequency, an object with a higher temperature will have a greater intensity. The temperature of the curves are: long-dashed line - 3500 K; long-dash long-dot - 4000 K; short-dash short-dot - 5000 K; short-dash - 6000 K, and solid line - 7000 K.
\[
\frac{1}{c} \frac{\partial I}{\partial t} + \hat{k} I = \int j(\nu) dl - \alpha_{\text{abs}}(\nu, k) I - \alpha_{\text{sc}}(\nu, k) I + \alpha_{\text{sc}}(\nu) \int \psi_\nu(\hat{k}, \hat{\mathbf{K}}) I(\mathbf{K}) d\Omega \tag{2.3}
\]

where \( j(\nu) \) represents the emissivity of the medium existing along the path the radiation traverses from emission to the observer (and the integral is performed over that path); \( \alpha_{\text{abs}}(\nu)I_\nu \) represents the change in intensity due to absorption in that medium; \( \alpha_{\text{sc}}(\nu)I_\nu \) represents the change in intensity due to scattering out of the line of sight, and \( \alpha_{\text{sc}}(\nu) \int \psi(\hat{k}, \hat{\mathbf{K}}) I_\nu(\mathbf{K}) d\Omega \) represents the radiation that is scattered into the line of sight from the rest of the field. \( \psi_\nu(\hat{k}, \hat{\mathbf{K}}) \) represents the ‘scattering redistribution function’ - i.e. the probability distribution that radiation will be scattered from the direction \( \hat{k} \) into the direction \( \hat{\mathbf{K}} \).

It follows from (2.3) that there are a number of ways in which the specific intensity of a radiation field may change. Most relevant to SZ research are those due to scattering.

**Compton scattering**

Compton scattering is the quantum mechanical interaction of an electron with a photon. The change in wavelength, \( \delta \lambda \), which results from Compton scattering differs from classical Thomson scattering, and is related to the change in direction of the photon by:

\[
\delta \lambda = \frac{h}{m_e c} (1 - \cos \theta) \tag{2.4}
\]
where $h$, $m_e$ and $c$ represent the Plank constant; the mass of the electron, and the speed of light, respectively, and $\theta$ is the angle through which the photon scatters during the interaction.

Compton scattering arises in a wide range of different astrophysical situations. These include emission from Active Galactic Nuclei (AGN) and radio sources \cite{16,98,102,189,196,197}; high energy photons from galaxy clusters \cite{33,209}; pulsar and neutron star physics \cite{10,129,167,168,228}; Gamma-ray bursters (GRBs) and supernovae \cite{27,53,89,127,203,221,233}, and solar physics \cite{122,140}. \footnote{Strictly, some of these physical situations involve inverse Compton scattering (see below). Research into the SZ effect is not included in this list.} Compton scattering can also, however, be observed in lower-energy interactions, where the energy transfer is small. Inverse Compton scattering occurs when low energy photons interact with hot electrons. During this process, it is possible for the photon to gain energy rather than lose it, as happens in ‘ordinary’ Compton scattering. The physics of this process has been extensively examined (see e.g. \cite{40}, \cite{226} and \cite{207}), and is discussed below.

**Individual photons-electrons interactions**

The physical situation in which the SZ effect occurs involves CMB photons interacting with electrons with kinetic energy much larger than the photon energy. Although relativistic effects can become significant for detailed observations, it is generally reasonable to treat interactions between photons and electrons as virtually elastic, which leads to a number of simplifying assumptions in the mathematics.

Equation (2.4) for the Compton energy shift demonstrates that the change in the energy - or, equivalently, the frequency - of a photon is related to the change in
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direction of the photon during the scattering. The frequency shift during scattering can be represented by the dimensionless variable, $s$, defined as:

$$ s = \log \left( \frac{\nu'}{\nu} \right) $$

where $\nu$ and $\nu'$ represent the photon frequency before and after interaction in the reference frame of the electron. The probability of an electron moving with velocity, $v$, causing a shift in a photon’s frequency, $s$ is then defined as:

$$ P(s|v)ds = \int p(\mu)d\mu \psi(\mu', \mu) \left( \frac{d\mu'}{ds} \right) ds $$

where $\mu$ and $\mu'$ are the cosines of the angles, $\theta$ and $\theta'$, which define the directions in which the initial and final photons move relative to some arbitrarily-defined axis; $p(\mu)d\mu$ is the probability of a photon scattering with angle $\mu$, and $\psi(\mu', \mu)d\mu'$ is the probability that the photons scatters to angle $\mu'$. Under the assumption of near-elastic collisions, it is found that these quantities can be expressed in terms of $\mu$, $\mu'$ and the dimensionless velocity, $\beta = \frac{v}{c}$ using:

$$ p(\mu)d\mu = \frac{d\mu}{2\gamma^4(1 - \beta^2 \mu^3)} $$

$$ \psi(\mu', \mu) = \frac{3}{8} \left( 1 + \mu^2 \mu'^2 + \frac{1}{2} (1 - \mu^2)(1 - \mu'^2) \right) $$

( [23]), where $\gamma = (1 - \beta^2)^{-1}$ is the Lorentz factor. $\mu$ and $\mu'$ can be related to
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Figure 2.2: $P(s|\beta)$ calculated for a range of values of $\beta$: 0.01; 0.02; 0.05; 0.10; 0.20, and 0.50. The form becomes increasingly asymmetric as $\beta$ increases. The asymmetry in $P(s|\beta)$ is what leads to the average energy shift during inverse Compton scattering being positive, which in turn leads to a redistribution of energy in the spectrum of the photons undergoing interactions. (Reproduced from [23])

one another by:

\[
\mu' = \frac{e^s(1 - \beta \mu) - 1}{\beta} \quad (2.8)
\]

[23,40,226]. Using these expressions (2.6) can then be evaluated. The resulting function for $P(s|\beta)$ is displayed in Fig. 2.2.
Interactions between populations of photons and electrons: full formalism

Once we have an expression for the probability of a photon experiencing a given shift in energy when scattering off an electron with a given velocity, it is relatively simple to extend the analysis to calculate the likelihood that photons will experience a given energy shift when interacting with a population of electrons. For photons that have scattered only once this distribution, \( P_1(s) \) is given by:

\[
P_1(s) = \int_{\beta_{\min}}^{1} P(s|\beta)p_e(\beta)d\beta
\]  

(2.9)

where \( p_e(\beta) \) describes the electron velocity distribution, and \( \beta_{\min} \) is the minimum value of \( \beta \) required to generate a frequency shift, \( s \). Although the upper limit of (2.9) is given as 1 (\( v = c \)), it is clear that one of the basic assumptions in the derivation of (2.9) is that the electrons involved in the interactions are, at most, only mildly-relativistic such that \( p_e(\beta) \) would be expected to tail off towards relativistic values.

The form of (2.9) demonstrates the original motivation of the SZ effect. The form of \( P_1(s) \) is strongly dependent upon the form of the electron thermal distribution, and could, in principal, be used to investigate which thermal distribution represents the best model for the gas in a cluster. A common feature of most realistic forms for \( p_e(\beta) \), however, is that \( P_1(s) \) is asymmetric about \( s = 0 \). This is demonstrated in Fig. 2.3. The degree of asymmetry increases with the electron temperature.

This result is fundamental to the SZ effect. If the form of \( P_1(s) \) were symmetric
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There are, on average, four upscattering (in which a photon gains energy), there should also be a downscattering (where the photon loses energy), and there would be an overall change in the energy distribution of the interacting photons. The asymmetry, however, means that for a field of photons, it is expected there should be a redistribution of energy with the photons, on average, gaining energy. This leads to a distortion of the spectrum.

These qualitative conclusions can be quantified by considering the changes in specific intensity of an incident radiation $I_0$ is a function of frequency due to scattering of a population of electrons. The form of the specific intensity of a field when $I_0$ propagates through a population of electrons that where each photon is assumed in an incoherent single event during passage is expected to change according to

$$I(s) = \int P_s(t) I_0 \exp(-\sigma t) dt$$

where $\sigma$ is the rate of attenuation of the photon, $t$ is the time during which the photon is observed, and $I_0$ is the specific intensity of the field.

Equation (2.1)

The specific intensity $P_s(t)$ is given by the Poisson distribution $\exp(-t)$.

![Graph](image)

Figure 2.3: The form for $P_1(s)$, calculated for a power-law distribution of electron velocities. A strong upscattering tail is evident, and is more prominent than the equivalent form for a Maxwellian distribution. The key features of the forms for $P_1(s)$ derived for power-law and Maxwellian distributions are, however, similar.
then, on average, for every up-scattering (in which a photon gains energy), there should also be a down-scattering (where the photon loses energy), and there would be no overall change in the energy distribution of the interacting photons. The asymmetry, however, means that for a field of photons, it is expected there should be a redistribution of energy with the photons, on average, gaining energy. This leads to a distortion of the spectrum.

These qualitative conclusions can be confirmed by computing the change in intensity of an incident radiation field as a function of frequency due to scattering off a population of electrons. The form of the specific intensity of a field when it propagates through a population of electrons (and where each photon is assumed to interact only once during the passage) is expected to change according to:

$$I(\nu) = \int_{-\infty}^{\infty} P_1(s)I_{\text{init}}(\nu_{\text{init}})ds$$ (2.10)

where $I_{\text{init}}(\nu_{\text{init}})$ represents the initial form of the specific intensity, and $I(\nu)$ is the specific intensity after the interactions. One can then simply substitute the appropriate expressions for $P_1(s)$ and $I_{\text{init}}(\nu_{\text{init}})$, according to the assumptions of the model, to obtain a form for $I(\nu)$.

In reality of course, photons could interact several times with electrons in a particular region, or may pass through without interacting at all. The probability that a single photon will interact with $n$ electrons during its passage through a cloud of free electrons is given by the Poisson distribution:

$$p_n = \frac{\tau^n e^{-\tau}}{n!}$$ (2.11)
where $\tau$ is the optical depth of the electron cloud. The complete frequency redistribution function is then given by:

$$P(s) = e^{-\tau} \delta(s) + \sum_{i=1}^{N} \frac{\tau^i P_i(s)}{i!}$$

(2.12)

where the redistribution functions, $P_i(s)$ are obtained simply by:

$$P_2(s) = \int P_1(s_1)P_1(s - s_1)ds_1$$
$$P_3(s) = \int P_1(s_1)P_1(s_2)P_1(s - s_1 - s_2)ds_1ds_2$$

(2.13)

e etc. [23].

It is also possible to express the full formalism in terms of Fourier transforms. In this case, the equation which governs the change in the specific intensity of the radiation field after interactions becomes:

$$I(\nu) = \int_{-\infty}^{\infty} P(s)I_{\text{init}}(\nu_{\text{init}})ds$$

(2.14)

where $P(s)$ is now given as:

$$P(s) = \frac{1}{\sqrt{2\pi}} \int_{-\infty}^{\infty} \tilde{P}(k)e^{iks}ds$$

(2.15)
\( \hat{P}(k) \) is given by:

\[
\hat{P}(k) = e^{-\tau(\hat{P}_1(k) - 1)}
\]

(2.16)

and:

\[
\hat{P}_1(k) = \frac{1}{\sqrt{2\pi}} \int_{-\infty}^{\infty} P_1(s) e^{-ik_s} ds
\]

(2.17)

(see, e.g. [210]). The physical basis of this set of equations is the same as discussed previously, but the mathematics can, in certain circumstances, be simplified by using them.

In reality, the astrophysical environments in which the SZ effect arises have a very low optical depth, and it would rarely be required to extend \( P(s) \) beyond the \( P_1(s) \) term (or, equivalently, beyond terms that are linear in \( \tau \)). Using this simplification, Rephaeli [178] demonstrates that the resulting change in specific intensity can be calculated according to:

\[
\Delta I = I_{\text{init}}(x) \tau (\Psi(x, \zeta) - 1)
\]

(2.18)

where the initial intensity spectrum, \( I_{\text{init}}(x) \) is now defined in terms of the dimensionless frequency \( x = h\nu/k_B T_{\text{rad}} \); \( \zeta = mc^2/kT_e \), and the function \( \Psi \) is a complicated expression given by:

\[
\Psi(x, \zeta) = A(\zeta)(\psi_1(x, \zeta) + \psi_2(x, \zeta))
\]

(2.19)
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where the functions $\psi_1(x, \zeta)$, $\psi_2(x, \zeta)$ and $A(\zeta)$ are given by:

$$
\psi_1(x, \zeta) = \int_0^1 \frac{t(e^x - 1)dt}{e^{xt} - 1} \int_{\beta_{\min}}^{1} \gamma e^{-\zeta(\gamma - 1)}d\beta \int_{\mu_m}^{1} \frac{\frac{1}{\beta^2} (3\mu^2 - 1) \left(\frac{1-\beta \mu}{\gamma} - 1\right)^2 + 3 - \mu^2}{(1 - \beta \mu)^2} d\mu
$$

(2.20)

$$
\psi_2(x, \zeta) = \int_0^1 \frac{(e^x - 1)dt}{t^3(e^{xt} - 1)} \int_{\beta_{\min}}^{1} \gamma e^{-\zeta(\gamma - 1)}d\beta \int_{-1}^{\mu_m} \frac{\frac{1}{\beta^2} (3\mu^2 - 1) \left(\frac{1-\beta \mu}{\gamma} - 1\right)^2 + 3 - \mu^2}{(1 - \beta \mu)^2} d\mu
$$

(2.21)

$$
A(\zeta) = \frac{3}{32 \int_0^1 \beta^2 \gamma e^{-\zeta(\gamma - 1)}d\beta}
$$

(2.22)

These expressions make use of the substitution $t = e^{-s}$. The limits in the expressions for $\psi_1(x, \zeta)$ and $\psi_2(x, \zeta)$ are found to be:

$$
\beta_{\min} = \frac{1 - t}{1 + t}
$$

(2.23)

$$
\mu_m = \frac{1 - t(1 + \beta)}{\beta}
$$

(2.24)

and

$$
\mu_M = \frac{t - 1 + \beta}{t \beta}
$$

(2.25)
Interactions between populations of photons and electrons: the Kompaneets approximation

The theory described so far was originally outlined by Wright in [226] and further developed by Rephaeli [178]. The original work on the SZ effect made use of further simplifications to the mathematics, obtained by using the so-called Kompaneets equation [121]:

\[
\frac{\partial n_\gamma}{\partial y} = \frac{1}{x_e^2} \frac{\partial}{\partial x_e} x_e^4 \left( \frac{\partial n_\gamma}{\partial x_e} + n_\gamma + n_\gamma^2 \right)
\]  

(2.26)

to calculate the change in specific intensity. In (2.26), \( n_\gamma(\nu) \) is the occupation number of photons at a given frequency \( \nu \); \( x_e = \hbar \nu / k_B T_e \) is a dimensionless frequency, and \( y \) is the 'Compton range', more commonly referred to as the 'Compton parameter'. For a radiation field passing through a cloud of electrons, \( y \) takes the form:

\[
y = \int n_e \sigma T \frac{k_B T_e}{m_e c^2} dl
\]

(2.27)

where \( n_e \) is the electron number density along the light's path; \( \sigma T \) is the Stefan-Boltzmann constant, and the integration takes place along the line-of-sight through the cloud. Using the Kompaneets equation, the change in the specific intensity due to scattering is given by:
\[ \Delta I(x) = I_0 y g(x) \] (2.28)

where \( I_0 = \frac{2\hbar}{c^2} \left( \frac{k_B T_{\text{rad}}}{h^2} \right)^3 \), \( x \) is a dimensionless variable defined by \( x = \frac{h\nu}{k_B T_{\text{rad}}} \) (where \( T_{\text{rad}} \) is the effective temperature of the CMB radiation), and the spectral form of the intensity change, \( g(x) \), is given by:

\[ g(x) = \frac{x^4 e^{x}(x\coth(x/2) - 4)}{(e^x - 1)^2} \] (2.29)

The Kompaneets equation is strictly an approximation, since it governs the behaviour of diffusion processes rather than scattering events. Furthermore, it does not take into account relativistic effects during the scattering, which the full formalism described above does. Nevertheless, the approximation is commonly used in SZ research. Its popularity is due primarily to the fact that it gives a simple analytic expression for the change in specific intensity, rather than the more complicated form described previously (see (2.18) - (2.25)). The amplitude of the intensity change in these sets of equations is a complicated function of \( \tau \) and \( T_e \), whereas in the Kompaneets form, it depends only on the Compton parameter \( y \), which has a relatively simple relationship to \( \tau \) and \( T_e \) (see (2.27)).

The characteristic features of the spectral form of the SZ effect are also independent of the electron temperature in the Kompaneets form, whereas they are dependent upon the electron temperature in the full treatment. For example, the position of the null - the point where the SZ spectrum crosses the frequency axis - which is important to the measurement of the kinematic SZ effect (see below), is found to be at \( x = 3.83 \) (\( \nu = 217 \text{GHz} \)) using the Kompaneets form whereas, for the full treatment, its position depends on \( T_e \) according to:
Figure 2.4: SZ spectrum without relativistic corrections (solid line), and with corrections. The models were generated using an electron temperature $\sim 8$keV, and central Compton parameter $y_0 \sim 4 \times 10^{-4}$.

\[ x \approx 3.83 \left(1 + \frac{k_B T_e}{m c^2}\right) \]  

(2.30)

[178].

A significant amount of work has been carried out to find analytical approximations to express relativistic corrections to the SZ effect, as calculated using the Kompaneets equation (e.g. [39], [105] and [202]). These corrections are generally expressed in terms of a power series of the variable $\theta_e = k_B T_e / m c^2$. Using the corrections in [105] the intensity change, including terms up to fourth order in $\theta_e$, can be expressed as:
\[ \Delta I = \frac{I_0 y^4 e^x}{(e^x - 1)^2} (Y_0 + \theta_e Y_1 + \theta_e^2 Y_2 + \theta_e^3 Y_3 + \theta_e^4 Y_4) \]  

(2.31)

(where we note that, according to (2.27) and our definition of \( \theta_e \) above, \( y = \theta_e \int \sigma_T n_e \, dl \)). An example of the effect of these corrections is demonstrated in Fig. 2.4. The co-efficients of the power series are complex functions of \( x \). The \( Y_0 \) term is given by:

\[ Y_0 = -4 + x \coth(x/2) \]  

(2.32)

(which recovers the non-relativistic form for the SZ effect). Expressions for the higher order coefficients are given in full in Appendix A.

For a cluster temperature of \( \sim 8 \text{ keV} \) [147] find these corrections to be accurate at the percent level.

2.2 Applications of the SZ

2.2.1 Astrophysical Environments: Galaxy Clusters

The processes described so far are generally applicable for any field of radiation passing through a population of free electrons. The SZ effect refers specifically to the distortion of the CMB spectrum by free electrons. There are a number of different environments in which this distortion can take place. Of most importance cosmologically, however - and the environments in which the SZ effect is usually studied - are galaxy clusters.
Galaxy clusters are believed to represent the largest virialized structures in the Universe and represent mass structures of order $10^{14} \, M_{\odot}$ or more. In the simplest cases, these clusters are assumed to be in hydrostatic equilibrium, where the internal pressure of the gas in the cluster balances its gravitational contraction:

$$\frac{dP}{dr} = -\frac{GM(r)\rho(r)}{r^2}$$

(2.33)

where $M(r)$, $P(r)$ and $\rho(r)$ are the mass of gas contained within a radius $r$ from the cluster centre; the pressure at $r$, and the density at $r$, respectively, and $G$ is the gravitational constant.

Based on this, the gas in clusters is believed to reach a temperature of $10^7 - 10^8 K$, which is hot enough to ionize hydrogen. The inter-cluster (IC) gas is, therefore, expected to have a large number of free electrons available to scatter CMB photons. The density of these electrons is, however, low enough that the mean free path of photons through clusters is large, and the optical depth correspondingly low.

It is clear, therefore, that the electron gas in clusters should be capable of producing a significant SZ effect of the type described above. The physical processes that have been described so far are referred to as the 'thermal' SZ (tSZ) effect. There is, however, another type of SZ effect which results from the bulk movement of the electrons in the cluster as a whole in relation to the CMB. This is referred to as the 'kinematic' or 'kinetic' SZ (kSZ) effect.

The form of the kinematic effect can be obtained from (2.3). The occupation number of CMB photons is given simply by:
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\[ n_\gamma(\nu) = \frac{1}{e^{\frac{\nu}{k_B T_{rad}}} - 1} \]  

(2.34)

In the reference frame of the moving cluster, however, this becomes:

\[ n'_\gamma(\nu) = \frac{1}{e^{x_{cl} \gamma_{cl} \gamma(1 - \beta_{cl} \mu_{cl})} - 1} \]  

(2.35)

where \( \beta_{cl} \) and \( \gamma_{cl} \) refer to the dimensionless velocity and Lorentz factor of the cluster; \( \mu_{cl} \) gives the direction of the incoming photon in the frame of the cluster, and \( x_{cl} = h\nu_{cl}/k_B T_{cl} \), with \( \nu_{cl} \) and \( T_{cl} \) the frequency and temperature of the photon in the reference frame of the cluster.²

Using these results, the change in specific intensity due to the kSZ is found to be:

\[ \Delta I = x^3 I_0 \tau \int_{-1}^{1} \frac{3}{8} (1 + \mu_{cl}^2) \left( \frac{e^x - 1}{e^x - 1} - 1 \right) d\mu_{cl} \]  

(2.36)

where \( \bar{x} = x\gamma_{cl}^2(1 + \beta_{cl})(1 - \beta_{cl} \mu_{cl}) \), and \( x = h\nu/k_B T_{rad} \), as before [23].

Simulations of cluster peculiar velocities in a high-density Universe predict an r.m.s. peculiar velocity of 300 kms⁻¹ [84], i.e. \( \beta_{cl} \) of order 10⁻³. In this case, (2.36) can be expanded and simplified, then integrated to obtain:

\[ \Delta I = -\frac{\nu_p}{c} \tau I_0 h(x) \]  

(2.37)

²\( T_{cl} \) is related to \( T_{rad} \) simply by: \( T_{cl} = T_{rad}(1 + z) \), where \( z \) is the redshift of the cluster, while the transformed frequency is given by: \( \nu_{cl} = \gamma_{cl}(1 + \beta_{cl})\nu \), where \( \nu \) is the frequency of the photon in the reference frame of the CMB.
Figure 2.5: The thermal and kinematic SZ effects, calculated for a cluster with $y_0 = 3 \times 10^{-4}$ and $v_p = 1000 \text{ km s}^{-1}$. The thermal contribution is clearly dominant over the kinematic effect, except for frequencies around 220 GHz ($x \sim 3.8$), where $g(x) \to 0$.

with $v_p$ the peculiar velocity of the cluster; and $h(x)$ given by:

$$h(x) = \frac{x^4 e^x}{(e^x - 1)^2}$$  \hspace{1cm} (2.38)

and the optical depth can be related to the Compton parameter according to:

$$\tau = \frac{y}{\theta_e}$$  \hspace{1cm} (2.39)

Examples of the forms for the thermal and kinetic SZ are given in Fig. 2.5. The kSZ effect is generally relatively small compared to the tSZ, but can come to
dominate around the null of the thermal effect (where \( g(x) \to 0 \)).

The kSZ and tSZ effects have significantly different spectral forms. It should, therefore, be possible to separate the two with suitable multi-frequency data, and this has the potential to constrain the peculiar velocity of the cluster using (2.37). This data, as well as being of intrinsic interest, can provide important limits on cosmological parameters (see below).

Even though the SZ was first proposed as a means of investigating the thermal state of IC gas [88], its application to studying galaxy clusters was originally neglected, since X-ray astronomy is capable of studying cluster atmospheres with much greater sensitivity and resolution. Recently, however, the SZ has been used once more to provide estimates of cluster parameters. One such application is the measurement of the gas mass enclosed by a telescope beam in an SZ observation. This works since, for an isothermal cluster, the surface mass density of gas in a cluster along a given line of sight is defined by:

\[
\Sigma_{\text{gas}} = \int n_e \mu_e d\ell
\]  \hspace{1cm} (2.40)

where \( \mu_e \) is the mean mass of gas per electron along that line of sight.

It is obvious from (2.27), therefore, that a relationship can be derived between \( \Sigma_{\text{gas}} \) and \( y \):

\[
\Sigma_{\text{gas}} = \mu_e \left( \frac{m_e c^2}{k_B T_e} \right) \frac{y}{\sigma_T}
\]  \hspace{1cm} (2.41)

[23,144]. This can be compared to the virial mass of the cluster, calculated
using the electron temperature of the cluster and assuming hydrostatic equilibrium
(or, alternatively, using the integrated SZ signal, which is thought to be sensitively
related to the cluster mass [see below]) to provide an estimate of the cluster gas
mass fraction, $f_g$.

Where clusters exhibit lensing, an independent form of this measurement can
be made by comparing the gas mass to the estimated gravitational mass, deter­
mined from the lensing. The gas mass fraction provides, therefore, a direct compar­
ison between the gravitational and baryonic mass in the cluster. X-ray observations
can be used for a similar purpose, but, due to their sensitivity to cluster physics,
are limited far more by, for example, uncertainties in the clumping of the cluster
gas.

There is a substantial amount of literature which discusses the future observa­
tional power of the SZ as a tool for studying cluster physics (for a review, see [24]).
Much of this relates to the theory of how clusters form. [176] outline how SZ ob­
servations can be used to estimate the gas potential, thermal energy and mass of
clusters. Combining SZ observations with observations at other wavelengths also
has the potential to over-constrain gas density and cluster temperature profiles.

The integrated SZ signal, defined by:

$$ Y = \int y(\hat{n})d\Omega $$ (2.42)

(where $y(\hat{n})$ is the Compton parameter along the line of sight defined by the
vector $\hat{n}$, and the integration is over the entire cluster ), is found to be propor­tional to the thermal energy of the inter-cluster medium (ICM) (e.g. [12,176]).
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This distinguishes SZ from X-ray observations, since the SZ is capable of probing the thermal history of a cluster, whereas X-ray observations are more suited to investigating the density of ICM gas. Galaxies in the early phase of their development are likely to have a large thermal energy and may be, therefore, be detectable with the next generation of SZ telescopes.

Following this line of research, it is also thought (see e.g. [78,79]) that the development of massive spheroidal galaxies, bulges and active galactic nuclei involve significant feedback between quasars and their surrounding galaxies. This feedback involves an injection of thermal energy into the inter-galactic gas, which should be visible as an SZ signal [13,41,42,57,124,164,184]. Indeed, it is possible that these sources may be capable of accounting for an excess of arcminute scale fluctuations observed at 30 GHz by different groups (see [134] and [54]).

As emphasized by [23], the SZ effect in combination with X-ray observations has the potential to provide information on the 3-dimensional shape of clusters, clumping and the thermal structure of a cluster (see also [46]). Furthermore [144] point out that the SZ effect can be used as a measure of the projected mass of gas in the cluster along the line of sight (although this assumes a simple temperature structure of the cluster). The SZ is also expected to be capable of investigating non-thermal populations of electrons in clusters [47]; hot gas in the outer regions of galaxy groups [139]; radio lobes and plasma bubbles [45,161]; cluster cavities [43], and cool cores [162].

As a precursor to these kinds of high resolution SZ observations, [116] have conducted a multifrequency analysis of the cluster RX J1347-1145 with the highest resolution SZ and X-ray images available at the time. Among their results, the authors report the detection of a high temperature (> 20 keV) subclump, which
is interpreted as an indication of a recent merger, demonstrating the potential of future SZ research.

Finally, there has been a significant amount of research into scaling relationships between cluster properties and the SZ signal from clusters (e.g. [52, 176, 230]). The form of these scaling relationships have the potential to constrain the evolution of galaxy clusters, as well as provide mass estimates for cluster SZ surveys (see below).

2.2.2 Cosmological Applications of SZ

Hubble Constant

By far the most common context in which the SZ effect is currently discussed, however, is that of cosmology (for reviews, see e.g. [36, 179]). Originally, interest in the usefulness of the SZ effect was reinvigorated by the prospect that it could be used to make independent measurements of the Hubble constant, $H_0$ (see, e.g. [26, 37, 82, 94, 195]). The principle behind this is that X-ray and SZ intensity measurements can both be expressed in terms of integral along the line of sight through a cluster. Whereas the SZ intensity can be expressed as:

$$I_{SZ}(x) = \int n_e \Psi(x, T_e) dl$$ \hspace{1cm} (2.43)

where $\Psi(x, T_e)$ represents the spectral form of the SZ, the X-ray surface brightness, $b_X$, is given by:
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\[ b_X = \frac{1}{4\pi(1+z)^3} \int n_e^2 \Lambda_c dl \]  

(2.44)

where \( \Lambda_c \) is the X-ray spectral emissivity of the cluster gas, and \( z \) is the cluster redshift [23]. It follows that the combination \( I_{sz}^2/b_X \) is a density-weighted measure of the photon's path length through the cluster. This can be combined with measurements of the angular size of the cluster on the sky, as well as assumptions or measurements of the cluster gas profile (orientation, symmetry, etc), to obtain an estimate of the angular diameter distance, \( D_A \), of the cluster. This quantity is related to the Hubble constant via:

\[ D_A = \frac{c}{H_0 q_0^2} \frac{q_0 z + (q_0 - 1)(\sqrt{1 + 2q_0 z} - 1)}{(1 + z)^2} \]  

(2.45)

where \( q_0 \) is the so-called deceleration parameter, defined by:

\[ q_0 = \frac{1}{2} (1 + 3\omega) \left( 1 + \frac{k}{a^2 H_0^2} \right) \]  

(2.46)

where \( \omega \) is the equation of state of the Universe; \( k \) is the curvature of the Universe, whose value is determined by whether the Universe is closed, flat or open, and \( a \) is the scale factor of the Universe. It is also worth noting that \( q \) can be written in terms of \( H_0 \) and its derivative with respect to time, \( \dot{H}_0 \):

\[ q = - \left( 1 + \frac{\dot{H}_0}{H_0^2} \right) \]  

(2.47)

The form for \( D_A \) in 2.45 specifically assumes that the cosmological constant
is zero [23].

Estimates of $H_0$ from multi-wavelength SZ and X-ray observations, however, suffer from a number of systematic issues. One potential bias is that X-ray catalogues may suffer a selection bias if the gas in the cluster is not spherically symmetric. If the cluster gas is aspherical, clusters which are oriented with the major axis of their gas distribution in the direction of the observer will appear brighter and are more likely to be selected. These clusters are also expected to underestimate $H_0$ by a factor that relates to the degree of asymmetry of the core of the cluster [23]. Although there are ways to avoid this selection bias, it has been pointed out that the clusters that have been studied so far in an attempt to derive estimates of $H_0$ are, because of the relatively young nature of the SZ field, also those which have bright X-ray emission, and so are more likely to suffer from this effect.

Further errors can be incurred because of uncertainties in the temperature and density structure of the clusters being observed. The sources of these uncertainties include: discrepancy between the profile parameters appropriate for the SZ and X-ray observations (since SZ and X-ray emission depend upon the density distribution of gas in clusters in different ways); clumping in the gas, and the isothermal assumption. It is estimated (e.g. [104, 229]) that such effects could contribute an error of up to $\sim 20 - 30\%$ in the estimates of $H_0$. [220] also consider the effect of asphericity in the cluster gas distribution upon the estimate of $H_0$ and conclude errors of up to 5% are possible for realistic models. For a further discussion of systematic uncertainties in the estimates of the Hubble Constant using the SZ effect, see [113].

Finally, contamination of the SZ and X-ray signal may also generate errors in the estimates of $H_0$. These may arise, for example, due to emission from the
CMB; emission from the kinetic SZ; point and radio sources in the field, and from emission due to non-thermal and relativistic electrons. It is estimated that they could, once again, affect estimates on the level of $\sim 10\%$ \cite{23}.

Despite these complications, values for $D_A$ and $H_0$ have been obtained using this method by a number of experiments (see e.g. \cite{14, 23, 26, 137, 171, 214, 215}). The results are, in general, reasonably consistent with recent satellite estimates (e.g. the 5-year data from the Wilkinson Microwave Anisotropy Probe, WMAP, obtains a value of $71.9^{+2.6}_{-2.7} \text{km s}^{-1} \text{Mpc}^{-1}$). Other groups have used adaptations of the basic technique to estimate $H_0$. \cite{51} employ a joint analysis which examines the combined SZ/ X-ray data with baryon acoustic oscillations (BAO) to obtain a value of $74^{+4}_{-3.5} \text{km s}^{-1} \text{Mpc}^{-1}$ (the errors for which do \textit{not} include systematic uncertainties), based on data from 25 clusters. \cite{192} use X-ray observations to ‘refine’ the SZ signal from three clusters. Based on this, they obtain a measurement of $69 \pm 8 \text{km s}^{-1} \text{Mpc}^{-1}$.

\textbf{CMB contamination}

More recently, with the advent of projects capable of observing large numbers of clusters at millimetre wavelengths, attention has turned to examining the potential of large-scale SZ surveys to constrain other cosmological parameters. Signal from the SZ on large angular scales has two major implications for this kind of research.

First, the SZ acts as a source of contamination of the CMB, and can, therefore, potentially affect the estimates of cosmological parameters derived from CMB experiments such as WMAP and BOOMERanG. In principle, the spectrum of the SZ effect is unique and can, with sufficient frequency coverage, be extracted
cleanly during data processing. Indeed, studies of the SZ effect can be based on this extraction (see, e.g. [103, 219], who estimate $\sigma_8$ from WMAP data). WMAP, for example, has five observing channels, at frequencies between 23 and 94 GHz (e.g. [17]). Nevertheless, it is possible for contamination from the SZ to remain in CMB maps [48].

Early estimates of this contamination were based on model-dependent predictions (e.g. [119, 174, 175]) and suggested that the effects were likely to be small. More recently, however, several groups have worked on cross-correlating CMB data with cluster surveys such as 2MASS (Two Micron All-Sky Survey); APM and ACO surveys, and report evidence that contamination does indeed occur. [143] find evidence for contamination on scales of ~ 1°. Evidence for SZ, or SZ-like, contamination in WMAP data has also been reported by, for example, [90] and [22].

On the other hand, [103, 110] find no evidence for SZ fluctuations on degree scales, but some suggestion of SZ-like signal at angular scales of ~ 10°. This emission is tentatively associated with relatively cool (~ 1 kev) electrons in the outskirts of the Milky Way's halo. [73] have also modelled the contribution of the kinetic SZ from the warm-hot intergalactic medium to WMAP data and find that most of the cosmological parameter estimates are unaffected.

**Galaxy Cluster Surveys**

SZ surveys are, however, expected to be particularly useful for studying the large scale distribution of clusters throughout the history of the Universe. The importance of cluster studies lies in the fact that, in the concordance model of cosmology, they trace the evolution of the density perturbations we observe in the CMB at the
time of recombination. The large-scale structure of the Universe can be modelled using these density perturbations and assuming values for the characteristic parameters of the Universe. Observations of the abundance and evolution of clusters with redshift are, therefore, a sensitive measure of cosmology (see e.g. [8, 62, 74, 169]).

Cluster surveys based upon SZ observations have been considered in detail in this context, and have a number of distinct advantages over other survey methods. These include:

1. A distinct spectral signature, as discussed already, which in principal allows a clean removal from other sources in the sky (although clearly other sources of contamination remain). Furthermore, the spectrum and brightness of the SZ effect is linked to basic physics rather than more complicated processes, and does not suffer from dust obscuration.

2. As demonstrated by (2.27), the change in specific intensity due to the SZ effect is independent of redshift. Currently, there are relatively few clusters known with redshifts greater than $\sim 1$, yet knowledge of the cluster distribution to high redshift is essential for precise determination of cosmological parameters from cluster surveys. The strongest constraints on dark energy parameters, for example, are expected to come from observations of the cluster evolution about this epoch, when the Universe is thought to have moved from dark matter to dark energy dominated [12].

3. A sample that is defined by a mass limit. It has already been mentioned that the integrated Compton parameter, $Y$, defined in (2.42), is dependent upon the thermal energy of the cluster. Based on the assumption that the cluster is in hydrostatic equilibrium, this means that $Y$ can be related in a straightforward way
to the total virial mass of the cluster:

\[ Y \propto \frac{M_{\text{virial}}(T_e)}{D_A} \]  

(2.48)

where \( \langle T_e \rangle \) represents the mean electron temperature. At higher redshifts, the angular diameter distance \( D_A \) is expected to become relatively constant. Furthermore, clusters earlier in the Universe's history are expected to be denser and hotter. It is concluded, therefore, that the mass limit observable by SZ studies, and the corresponding selection function for SZ surveys, should end up being almost constant with redshift [36].

Mass-scaling relationships have been deduced for other SZ parameters (e.g. the maximum value of the Compton parameter), but \( Y \) is consistently found to be a more robust estimator for the cluster mass in cosmological simulations [141,225]. This general conclusion recently received observational support from Rines, Geller and Diaferio [182] who measure the virial masses of 15 clusters from the Hectospec Cluster Survey (HeCS) and compare them to the SZ signal from these clusters. They find the virial mass and SZ signal to be strongly correlated (at greater than 98% confidence) and characterise the scaling between them as a power law with a slightly shallower index than that expected from numerical simulations. ³

The significance of the relationship between SZ surveys and mass limits becomes obvious when we consider the cosmological significance of cluster counts [15,36,213]. The fundamental principal in such studies is that the distribution of cluster mass at a given redshift, otherwise known as the cluster mass function,
depends sensitively upon cosmological parameters. Precise models for the mass function vary depending upon the details of the physics involved and the method of determining the mass function. The first analytic attempt at its derivation was by Press and Schechter [166], who obtained:

\[
\frac{dn(M,z)}{dM} = -\left(\frac{2}{\pi M} \right)^{1/2} \frac{\bar{\rho}}{M^2} \frac{d\ln \sigma(M,z)}{d\ln M} \frac{\delta_c}{\sigma(M,z)} \exp \left( \frac{-\delta_c^2}{2\sigma(M,z)^2} \right)
\]  

(2.49)

where \(n(M,z)\) is the comoving number density of clusters with mass \(M \leq M < M + dM\); \(\bar{\rho}\) is the mean background density of the Universe at the current epoch; \(\delta_c\) is the critical overdensity required for a region to collapse, and \(\sigma^2(M,z)\) is the variation of the density field at redshift \(z\) when smoothed by a mass \(M\). The Press-Schechter relation is still frequently used in analytical estimates of cluster number counts although some authors prefer to use the so-called Jenkins mass function [108]. The important feature of both forms of the mass function, however, is that \(dn(M,z)/dz\) depends exponentially on cosmological variables making them sensitive to different models for the Universe’s evolution. In (2.49), \(\bar{\rho}\) and \(\sigma(M,z)\) both depend on cosmology. \(\sigma(M,z)\) in particular can be separated: \(\sigma(M,z) = \sigma(M)D(z)\), where \(\sigma(M)\) represents the variance of the original density field at the epoch of recombination, and \(D(z)\) is the so-called growth function, which governs how those density fluctuations subsequently evolve with time [36]. These functions can be simulated or calculated analytically for a given cosmology to determine the form of the mass function.

It is then possible to relate the mass function to, for example, the expected number of clusters observed by a survey, \(N\), by:
\[ \frac{dN}{dz} = \Delta \Omega \frac{dV}{dzd\Omega}(z) \int_{M_{\text{lim}}}^{\infty} \frac{dn}{dM} dM \quad (2.50) \]

[222] (where \( \Delta \Omega \) is the solid angle of sky observed during the survey; \( dV/dzd\Omega \) is the volume elements at redshift \( z \) - itself dependent on cosmology - and \( M_{\text{lim}} \) is the mass limit of the survey), and compared with observations.

The same principle can be applied to other differential functions [61], which have different systematic uncertainties and may, therefore, be more appropriate for a specific experiment. One such example is the temperature function: \( d^2N/dTd\!z \), related to the mass function by:

\[ \frac{d^2N}{dTdz} = \frac{d^2N}{dMdz} \frac{dM}{dT} \quad (2.51) \]

In this context, the scaling relationships discussed previously can also be used for cosmology studies (e.g. [194]).

It is clear, however, that in order to evaluate either \( dN/dz \) or \( d^2N/dTd\!z \), information is required about the redshift of the clusters. For this reason, a multifrequency approach may be required to take full advantage of the potential SZ surveys, with optical follow-up to SZ detections [60,61]. Alternatively, the cluster survey can be characterised by the number density of sources with integrated SZ flux, \( S \), defined by:

\[ S = \int_{\text{cluster}} \Delta I_{SZ} d\Omega \quad (2.52) \]
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where $\Delta I_{SZ}$ is the change in specific intensity due to the SZ effect described previously and the integration is performed over the entire solid angle of the cluster [61].

The addition of redshift information would also increase the range of studies that could be performed. As discussed earlier in this chapter, the SZ effect can be used to measure the Hubble constant for individual clusters. A more accurate method for determining $H_0$ is simply to include information from a larger sample. A plot of values for $D_A$ measured for a large number of clusters against their redshifts can be fit for $H_0$ for a given cosmological model [36]. A plot of SZ-derived values of $H_0$ can be plotted against redshift to provide an independent test of the results of the supernova studies which provided the first indications that the Universe's expansion is accelerating (e.g. [159]). It is even possible that generic predictions about inflation may be extracted from SZ surveys. In general, inflation predicts that the distribution of primordial density fluctuations in the CMB should be gaussian. Since SZ surveys should be most sensitive to the highest peaks in the density field (i.e. the highest mass clusters), whose number density should lie in the wings of the Gaussian distribution, an observed excess of these peaks should be a clear indication of non-Gaussianity in the original field. Such observations are particularly significant at high redshift [18,36]. A detection of non-Gaussianity might also, however, be used as a test of alternative models of inflation [183].

Another possible function of cluster surveys frequently referred to in the literature is as a measure of the Universe mass density, $\Omega_M$ (accounting for baryonic and dark matter). This is based upon the measurements of cluster gas mass fractions discussed in the previous sections of this review. In general, during the evolution of clusters, no significant segregation between different forms of mass is expected to take place (whereas at smaller scales there is clearly a large segrega-
tion: the Solar system does not appear to contain an appreciable amount of dark matter but is obviously dominated by ordinary baryonic matter). This means that cluster gas mass fraction can be used as an estimate of the proportionality between baryonic and total mass in the Universe in general:

\[ f_g = \frac{\Omega_B}{\Omega_M} \]  

(2.53)

where \( \Omega_B \) is the baryonic mass density in the Universe. Given independent estimates of \( \Omega_B \) from, for example, Big Bang nucleosynthesis predictions or CMB experiments, it is clear therefore that measurements of \( f_g \) can be used to estimate \( \Omega_M \) [36].

This method has been used to make initial estimates of \( \Omega_M \) using relatively small samples of clusters [80,93,144]. The estimate is complicated slightly since, without a complete understanding of cluster physics, it is not known precisely the extent to which (2.53) represents an exact equivalence. It seems likely, for example, that some baryons may be lost during cluster formation. [68] estimate that the gas mass fraction defined at a radius, \( r_{500} \) (within which the mean density of the cluster is 500 times the critical density) can be related to the 'true' gas mass fraction of the Universe, \( f_g^{\text{true}} \) by:

\[ f_g = 0.9 f_g^{\text{true}} \]  

(2.54)

based upon simulations. \(^4\) As emphasized in [36], however, the presence of

\(^4\)The exact form also has a mild dependence upon cosmology, which would become important for a sample of clusters over a larger range of redshifts, implying that estimates of \( \Omega_M \) based on this method would have to be deduced statistically rather than analytically.
additional reservoirs of baryons in clusters that have not yet been detected cannot be dismissed.

While there is a high level of optimism over the cosmological results that can be obtained by SZ surveys, some authors have outlined concerns about systematic effects in the measurements. Some of these issues are related to the effects of unusual cluster conditions that, in the context of cluster physics studies, are to be welcomed. Despite the fact that the SZ is less sensitive to the detailed physics in cluster gas than X-ray studies, with higher precision measurements and data from clusters in the early Universe - where the kinds of formation processes expected to be capable of producing detectable SZ signals (see above) are more likely to take place - simple assumptions about the physical state of cluster atmospheres are likely to become increasingly inappropriate [44]. [145] explore the effect of galaxy formation on SZ signal, and find that the normalisation of the SZ effect can be suppressed by as much as 30 - 40% due to gas cooling and star formation. Meanwhile [185] study non-equilibrium electrons in the outskirts of simulated galaxy clusters and find that they have the potential to also suppress the SZ signal, leading to a bias in the assumed SZ gas mass amounting to as much as 5%, which would have important consequences for cosmology experiments.

[135] and [1] also discuss contamination of the SZ signal from, for example, point sources and infra-red (IR) galaxies. [1] in particular find that astrophysical contamination is likely to be a greater source of error than statistical errors. They conclude as a result that SZ surveys will not be able to meet their scientific expectations without additional information or follow-up observations. It seems likely, therefore, that the studies of cosmology and cluster physics, as well as that of foregrounds such as point sources and IR galaxies, cannot be separated and treated independently. For a further discussion of selection and systematic effects in SZ
Beyond these principal applications of SZ cluster surveys in studying cosmology, there are a range of other studies that have been discussed in the literature. The effect of the decay of dark matter particles on the SZ power spectrum, for example, is explored in detail by [208]. They find that the power spectrum is decreased at large angular scales, but increased at small scales. They further predict that upcoming SZ surveys could be able to estimate the decay lifetime of decaying dark matter to within a factor of two. Similarly [38] describe how studies of gas mass fractions extended to high redshift could provide information on the decay of dark matter.

The SZ power spectrum has also been discussed in the context of determining the normalisation of the matter power spectrum, \( \sigma_8 \), which is an extremely important parameter in the study of large-scale structure formation. [120] find that the coefficients of the SZ power spectrum (without accounting for the dark matter decay mentioned above), \( C_l^{SZ} \) scale according to:

\[
C_l^{SZ} \propto \sigma_8^2 (\Omega_B h)^2
\]  

(2.55)

where \( h \) is the Hubble Constant expressed in units of 100 \( km s^{-1} Mpc^{-1} \). Based upon measurements of excess power from two independent experiments, and assuming that all this power can be attributed to the SZ, they estimate \( \sigma_8 = 1.04 \pm 0.12 \). This is, however, higher than other estimates of \( \sigma_8 \). Measurements of the CMB power spectrum by SPT (South Pole Telescope), for example, find \( \sigma_8 = 0.773 \pm 0.025 \) [128], while ACT (Atacama Cosmology Telescope) and BOOMERanG obtain upper limits for \( \sigma_8 \) of 0.86 and 0.96, respectively [69,219].
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In an earlier paper [11] also discuss how the mean value of the Compton parameter in an SZ survey, \( \langle y_0 \rangle \), as well as number counts, can be used to estimate the present-day cosmological density, \( \Omega_0 \) defined by: \( \Omega_0 = \frac{8\pi G \rho_0}{3H_0^2} \) (where \( \rho_0 \) is the present-day average density of the Universe). They compare two cosmological models and find that the values of \( \langle y_0 \rangle \) vary by an order of magnitude for the different models.

The kinematic effect has also been extensively studied, in particular in relation to helping constrain the parameters that define dark energy (see, e.g. [222]). The underlying principal is that in linear perturbation theory - which describes the evolution of primordial anisotropies in the CMB - the magnitude of velocity perturbations is given by:

\[
\tilde{v}(\tilde{k}) = i \frac{d\ln D}{d\ln a} \frac{aH\delta(\tilde{k})\tilde{k}}{k^2}
\]  

(2.56)

[58] where \( D \) and \( H \) are the growth factor at late times and Hubble constant, respectively; \( a \) is the scale factor, and \( \delta(\tilde{k}) \) represents density variations with wavenumber, \( \tilde{k} \), in the early Universe. The velocity distribution of galaxy clusters, which is measured by the kinetic SZ, can also, therefore, be used as a probe of cosmology.

There have been a number of methods proposed which take advantage of this idea. Examples include [58], who consider cross-correlations with galaxy counts to constrain the dark energy equation of state, \( w \) as well as its evolution, \( dw/da \). They also consider how such a study may be able to investigate the distribution and evolution of baryons in the Universe. Alternately, [21] investigate how three different velocity statistics - the distribution of radial velocities; the so-called 'mean
pairwise streaming velocity', and the velocity correlation function - can be related
to dark energy properties. [21] also find that the constraints on the dark energy
properties are comparable to or even better than those obtained by supernova
measurements and other probes of dark energy identified by the Dark Energy Task
Force [4].

2.3 SZ observations

The quantity and quality of SZ observations has increased rapidly over recent
decades. By the end of the millennium, there were approximately 50 clusters with
SZ detections [23], although many of these measurements were severely hampered
by systematic uncertainties. In the last decade, it has become possible for equiva­
alent numbers of clusters to be observed by a single project (e.g. [125]). The current
status of observations using the SZ is an exciting one, with several ‘next-generation’
projects starting to produce results, or soon to begin operation.

Traditionally, SZ research has been conducted either using single-dish tele­
scopes or interferometry. Of the two observational methods, single-dish observa­
tions were initially the more practical alternative and most of the SZ measurements
made before 1990 used this approach (e.g. [7,81,123,186,216,217]. Interferometers
are well-known for their high resolution, but this can become a problem for SZ ob­
servations. Nevertheless, interferometers have a number of important advantages
for imaging the SZ, which led to a series of experiments being proposed designed
specifically for that purpose. Both techniques suffer from important systematic
effects, however, which are discussed further below.
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**Single-dish observations**

There are a large number of single-dish telescopes that have been used for SZ detection. These include, for example: the One Centimetre Radiometer Array (OCRA) \(^5\); Bolocam \(^6\); the Astronomical Thermal Emission Camera (AzTEC) \(^7\); the Sunyaev-Zel'dovich Infrared Experiment (SuZIE) \(^8\), and APEX-SZ \(^9\).

The dominant source of emission at millimetre wavelengths comes from the Earth's atmosphere. Even in optimum weather conditions, sky emission can be three orders of magnitude greater than the SZ signal [23]. It is clear, therefore, that the removal of this noise is one of the most important objectives of these measurements. It is also clear that the removal has to be very efficient in order to reduce the contribution from the sky to a level which is significantly less than the target source for the observation.

The way in which single-dish observations achieve this is by using a variety of differencing techniques. These techniques share a common principal: by comparing emission from a 'reference position' (a region of sky that does not contain the source of the observations, and is assumed not to contain any other equivalent astronomical signal) to emission from the 'target position' (where the target of the observations is situated), and subtracting the signal from the two fields, the sky emission is reduced.

This assumes that the emission at the reference position is an accurate representation of the atmospheric emission at the target position, which clearly may not

---

\(^5\)Mounted on the Torun 32m dish - http://www.jb.man.ac.uk/research/ocra/

\(^6\)http://www.cso.caltech.edu/bolocam

\(^7\)http://www.astro.umass.edu/AzTEC/

\(^8\)http://www.stanford.edu/~schurch/suzie.science.html

\(^9\)http://bolo.berkeley.edu/apexsz/instrument.html
be true. There are, therefore, a number of differencing methods that can be used to increase the efficiency of the sky removal. The most basic differencing is carried out by position-switching, where the telescope beam is physically switched between the reference and target positions by moving the telescope dish; or drift-scanning, where the sky is allowed to pass through the beam of the telescope normally, but the time-sequence of sky brightnesses is then converted into a scan in position and fitted with a model that combines atmospheric noise with the SZ emission [23].

More sophisticated methods include using multiple feed-horns, so that the dish can observe two regions of the sky simultaneously; beam switching, where the beam is shifted between reference and target by chopping the telescope's secondary mirror, \(^\text{10}\) and digital differencing in bolometer arrays, which produce continuous measurements of the underlying astronomical brightness in the field as the signal scans across the individual detectors in the array (as used, for example, in the Sunyaev Zel'dovich Infrared Experiment [SuZIE] [95]).

Differencing techniques can, however, introduce new uncertainties in the signal received due to differences in the system noise for the telescope when it is observing the reference and target positions. These uncertainties relate to, for example, variations in ground pickup in each beam or, in the case of twin-horn systems, losses through each channel [23]. Time-variation in these signals introduce additional complications. These kinds of issues can, however, be reduced significantly by an appropriate choice of scan strategy, particularly if the differencing takes place rapidly.

Furthermore, differencing limits the range of redshift over which observations of sources can take place. In the case of clusters which are at lower redshift, the

\(^{10}\)Even more efficient sky removal can be achieved by combining beam-switching with position-switching. This was the technique employed to obtain the data analyzed in this thesis.
angular diameter of the cluster may become comparable to the angle between the reference and target positions, in which case the differencing may remove signal from the cluster itself, in the same way as it is supposed to remove sky noise. Increasing the angle between the reference and target positions, however, may not be viable for mechanical reasons, and may undermine some of the basic assumptions about the signal in the two beams that are necessary in order for differencing to be work.

High redshift clusters, however, will have a smaller angular diameter. If this falls below the full-width half maximum (FWHM) of the telescope beam, the intrinsic signal from the cluster will itself become diluted. The play-off between these effects is demonstrated in Fig. 2.6, which shows the minimum mass cluster detectable at a given redshift for two different kinds of survey. Furthermore, while the effect can be modelled, the modelling necessarily depends on assumptions over the underlying cosmology, which may subsequently effect the reliability of the science that can be extracted.

Other major issues for single-dish observations include obtaining an accurate calibration - to convert the electronic signal from the detectors on the telescope into measurements of brightness temperature or flux - and contamination from other astrophysical sources, such as radio sources in the cluster itself or in the rest of the field.

The calibration of data is reliant on observations of calibration sources. In most cases, these sources are planets, whose flux is determined by scaling relationships using previous measurements at other frequencies or using models.

The accuracy of the calibration clearly depends on the reliability of previous
Figure 2.6: Mass limits for SZ detections calculated for a wide-field survey at 30 GHz (15 mJy), and a deep-field survey (5 mJy). The limits for the XMM serendipitous survey are also shown as the short dotted line. Both the 30 GHz limits are capable of detecting similar mass clusters even at high redshift, although there is some tailing off. (Reproduced from [36])
observations and the accuracy of scaling assumptions and models. In some cases the change in flux across the planetary disc also becomes important. Finally, uncertainties in the variation of the telescope beam when observing different sections of the sky can also contribute to error in the calibration. The combination of these effects means that the errors due to calibration can often be substantial, of order 5 - 10% [23].

Contamination from point sources in the same field as SZ targets is also an important source of error, particularly for observations of the SZ at frequencies higher than the null, where the emission of point sources are expected to rise rapidly. Below the null, emission from radio sources also increases substantially. These sources need to be removed from the data if a clean measurement of the SZ signal is to be made. A precise knowledge of the detailed spectrum of millimetre/sub-mm point sources is, however, lacking. It is known that they can be variable, typically on timescales of months, but this clearly only increases the difficulty of removal, since limited archival data is insufficient to characterise a source [23]. Instead, simultaneous observations of sources is the only means of removing them with more confidence. Except in the case of observations carried out with interferometers (see below), however, this generally means a more complicated analysis (such as the modelling used in this work).

**Interferometry**

The technique of interferometry works by correlating the signal between two telescopes or receivers. The resolution of an interferometer is equivalent to the resolution of a single dish whose diameter is equivalent to the separation of the two telescopes. The interferometer will, however, only be sensitive to angular scales
close to this resolution. An interferometric array can be thought of as a collection
of telescope pairs and, as a result, only samples a finite number of angular scales.
Since the telescopes in the interferometer can be separated by large distances,
however, the resolution can be made very small [36].

Interferometry has only been used comparatively recently for SZ studies. The
first successful measurements of a cluster were made by [25] of Abell 2218. Inter­
ferometry is well-known as a technique for obtaining high-resolution astrophysical
images and, in the mid-1990s, most interferometers were designed to exploit this
feature, but in the case of SZ observations, high resolution can be a problem. This
is because the signal associated with SZ measurements generally has a relatively
large angular size and so would be ‘resolved out’ by interferometers [23].

More recently, however, there have been a large number of interferometry
projects designed specially with SZ research in mind. These include the Owens
Valley Millimeter (OVRO) and Berkeley-Illinois-Maryland Association (BIMA) ar­
rays; the Square Kilometer Array (SKA); the Arcminute Microkelvin Imager
(AMI); the Array for Microwave Background Anisotropy (AMiBA), and the
Sunyaev Zel’dovitch Array (SZA).

There are a number of features of interferometric observations that make them
useful for SZ observations. The sensitivity to specific angular scales, for example,
means that most large-scale background noise (from the atmosphere, for example)
is removed. Contamination can also be efficiently removed by imaging the cluster
at different angular scales (using different baselines of the interferometer) [23,36].

---

11 Which now operate in conjunction as the OVRO-BIMA SZE Imaging Experiment, see
http://astro.uchicago.edu/sze/
13 http://www.mrao.cam.ac.uk/telescopes/ami/
14 http://amiba.asiaa.sinica.edu.tw/
15 http://astro.uchicago.edu/sza/index.html
The higher resolution baselines are capable of monitoring point sources in the field while over-resolving SZ emission; whereas lower resolution baselines will image the contaminated SZ. Comparing the two baselines should, therefore, be an effective means of removing radio source contamination.

There are, of course, also problems introduced by interferometry techniques. One of the most important limitations is that the finite range of angular scales probed by an interferometer means that the observations risk simply detecting the component of the SZ emission with the minimum angular scale, although this effect can be ameliorated by appropriate instrument design. Strong sources close to the edge of the telescope beam or in the instrument's sidelobes can also affect the accuracy of the removal of radio sources [23].

**Next-generation projects**

While interferometry is a useful technique for obtaining high resolution images of SZ sources and controlling contamination, most of the upcoming or current SZ projects are based on single-dish designs. With improvements in technology producing detectors with increased sensitivity, large-scale surveying has become a realistic goal. Among the largest of the current SZ projects are the Atacama Cosmology Telescope (ACT); the South Polar Telescope (SPT), and the Planck satellite.

ACT is a 6 m off-axis Gregorian telescope, situated in the Atacama desert in Northern Chile. It uses three arrays of transition-edge sensor (TES) bolometers capable of observing at 148, 218 and 277 GHz (for full descriptions see [70,92,206]). First results from ACT were reported in [92], in which eight clusters previously det-
tected with X-ray or SZ observations were mapped, and their integrated Compton parameters measured.

SPT is situated at the NSF South Pole research station in Antarctica. The telescope uses a 10 m off-axis Gregorian design, with six TES arrays capable of observing at 95, 150 and 225 GHz [35, 152, 187]. The first detections by SPT were reported by [201] of five clusters, three of which had not previously been detected by other methods, and represented the first clusters detected by a blind SZ survey. X-ray follow-up of two of these clusters is reported in [218]. Since the first detections with SPT, further studies have reported data from increasing numbers of clusters, including the first detections of SZ profiles for individual clusters [91, 163].

Planck is an ESA-funded satellite mission launched in May 2009. The principle aim of the mission is to make the first all-sky survey of the CMB from the second Lagrangian point (approximately 1.5 million km from Earth) with a resolution better than 10', which will be a rich source of information about the early Universe.

As has previously been noted, however, the SZ is a contaminant of the CMB, so it is essential that, for precise measurements to be made, SZ signal has to be removed accurately from the data. Planck uses two instruments to provide coverage over nine frequency channels between 30 and 857 GHz, so should be capable of identifying and removing SZ extremely efficiently.

The SZ data collected in this way clearly has huge scientific potential. Early simulations of the scale of potential cluster surveys using Planck predict that it should be capable of detecting of order $10^3$ - $10^4$ clusters [72, 87], eclipsing the surveys that have been carried out to date. The potential for independent cosmo-
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Logical studies based upon this data is correspondingly large, although the potential for studying individual cluster physics using Planck is low.

For detailed descriptions of the Planck instrument and mission, as well as reviews of the project's potential for cosmological research, see [9,32,71,212,224,227]. Detailed discussions of the methods of extracting SZ signal from Planck data, as well as the prospective scientific applications of this data can be found in [132,190,191].

In this chapter, we have reviewed the theoretical background to the SZ effect; discussed the scientific potential of future SZ projects, and assessed the methods and status of SZ observations, including a brief outline of large current and next-generation projects. In the next chapter, we will discuss the details of the observations that provided the data used in this thesis and outline the general principals used in the data analysis to obtain scientific maps from it.
CHAPTER 2. THE SUNYAEV ZEL'DOVICH EFFECT - THEORY AND OBSERVATION
Chapter 3

Jiggle Map Observations

The raw data used for making the cluster maps was obtained using Bolocam, a large-format bolometer camera mounted on the Caltech Submillimeter Observatory (CSO) on Mauna Kea in Hawaii. The CSO consists of a 10.4 meter diameter radio dish, also known as The Leighton Telescope, with the capability to mount instruments either at the Classical Cassegrain or Naysmith focus. The integrity of the dish’s surface is maintained using actuators mounted on the back of the dish, which correct for distortions of its shape due to, for example, temperature differentials across its surface.

Bolocam consists of 144 Si$_3$N$_4$ spider-web bolometers with neutron-transmutation-doped germanium (NTD-Ge) thermistors, cooled by a three-stage, close-cycle Helium fridge to 250 mK [76]. Bolocam is mounted at the Cassegrain focus of the CSO and can be operated at either 1.1 mm (273 GHz) or 2.1 mm (143 GHz). The data for the maps in this project were taken with Bolocam operating at 1.1 mm. Each pixel has an approximately circular field of view of 8 arcmin and the
Figure 3.1: The CSO taken near the summit of Mauna Kea.
Figure 3.2: Bolocam mounted at the cassegrain focus of the CSO.
Figure 3.3: Examples of data from good and bad bolometers. The signal from good bolometers show a clear noisy-sinusoidal variation, whereas the signal from bad bolometers is either extremely low and without a consistent pattern, or displays a signal that appears to be have a harmonic structure.

Over time, the performance of individual detectors in Bolocam are expected to degrade naturally, and not all of the 144 bolometers could be used in the processing. So-called 'bad' bolometers were identified by eye from the data itself. Fig. 3.3 demonstrates examples of signal from both good and bad bolometers. Data from the good bolometers showed a clear chopping pattern, whereas bad bolometers showed no consistent evidence of chopping. Based upon individual examination of the data from each of the bolometers, 105 were identified as operational and used

\(^1\)For more information, see http://www.cso.caltech.edu/bolocam/ProposerInfo.html
in the analysis.

At millimetre and sub-mm wavelengths, the Earth’s atmosphere is not entirely transparent. Water vapour is the primary source of sub-mm absorption and emission. The scale height of atmospheric water vapour is, however, of order 1-2 km. Observing from high altitude sites is, therefore, a simple way of reducing the levels of atmospheric water vapour; the summit of Mauna Kea is 4,200 m above sea level. The amount of water vapour in the atmosphere varies from location to location, however, and Mauna Kea is one of the driest sites for astronomy on the planet. The opacity of the atmosphere above the site is monitored using tipping radiometers to provide periodic measurements of the transmission at 225 GHz. Transmission at 273 GHz at the site is typically in excess of 80%.

The majority of observations taken with Bolocam use a raster scan observing method, with or without chopping. Raster scanning involves the telescope scanning across the region that the observer wants to image and is a method of obtaining a time-varying signal in order to try to remove sky background and 1/f noise. The data used in this report, however, was obtained by using a more complicated scan strategy. First, the secondary mirror was ‘chopped’ continuously from side-to-side during the observations, so the field of view moved back and forth across a region of sky defined by the ‘chop throw’ (the maximum angle of deflection of the secondary mirror). The beams located at the extremal positions of this throw are referred to as the ‘on’ and ‘off’ beams. Next, the entire telescope was moved so that whichever region of sky was being imaged at a given period of observation switched between beams. i.e. if the region of sky containing the target for the observations began in the on beam, the telescope was moved to a position where it occupied the off beam. This movement of the telescope is referred to as ‘nodding’.
Nodding, as opposed to chopping, happens in steps, so that the region of sky under investigation alternately remains in the on and off beams for extended periods of time. The observation of one area of sky requires it to be imaged in the on beam for a period of time, $t'$; then in the off beam for a period of approximately $2t'$, and finally in the on beam again for a period of approximately $t'$. We refer here to one complete set of on-off-off-on observations as a 'subsection'.

The scan strategy was designed to be a more efficient means of removing telescope noise and sky background. The basic concept, as outlined in Chapter 2: 'The Sunyaev Zel'dovich Effect - theory and observation', is to subtract signal from target and reference fields. If the signal in the reference field contains only sky noise, $B_{\text{sky}}^{\text{ref}}(t)$, whereas the signal in the target field contains both sky noise and astrophysical signal, $B_{\text{tar}}(t) = B_{\text{sky}}^{\text{tar}}(t) + B_{\text{sig}}^{\text{tar}}$, then subtracting the fields should leave only astrophysical signal, provided that $B_{\text{sky}}^{\text{ref}}(t) = B_{\text{sky}}^{\text{tar}}(t)$. If the target and reference fields are chosen to be close to one another, the accuracy of this assumption is likely to improve.

As noted previously, however, the flux from astrophysical signals can be only of order 0.1% or less of the sky noise. If there are, therefore, gradients in the noise, such that the noise in the target and reference beams are not equal:

$$B_{\text{sky}}^{\text{tar}}(t) = B_{\text{sky}}^{\text{ref}}(t) + \delta B_{\text{sky}}(t) \quad (3.1)$$

even though $\delta B_{\text{sky}}(t)$ may be small in comparison with $B_{\text{sky}}^{\text{ref}}(t)$ and $B_{\text{sky}}^{\text{tar}}(t)$, it could still be equivalent to or larger than the astrophysical signal. More complicated schemes are, therefore, required in order to remove the sky noise efficiently. Including a nod is one such method.
In the ideal case, the beam would be able to shift between the target and reference instantaneously, resulting in a top-hat data timestream. Clearly, however, this is not a mechanically feasible proposition. In practice, therefore, the signal is modulated by a sine-like function:

\[ B(t) = B_s \sin[\nu_c t + \phi_c] + B^{sky}(t) \]  \hspace{1cm} (3.2)

where \( B_s \) is now the signal from the target source; \( \nu_c \) and \( \phi_c \) are the chop frequency and phase respectively, and \( B(t) \) is the signal detected by the instrument at time, \( t \).

If values for \( \nu_c \) and \( \phi_c \) can be estimated, therefore, the time-variation in the signal can in principle be extracted. This can be achieved by monitoring the chopper position and fitting to the variations to obtain an estimate of \( \nu_c \). \( \phi_c \) can be estimated using this fit and comparing the chopper position to the fluctuation in the data timestream. The estimated values of \( \nu_c \) and \( \phi_c \) will be referred to as \( \nu_f \) and \( \phi_f \), respectively.

The signal from the astrophysical source can then be extracted analytically. If we ignore the term representing the sky noise in 3.2 (since it will be subtracted out by the nod), we can multiply the signal by the fit time-variation in the signal and integrate according to:

\[ B_{est} = \frac{\int B(t)\sin[\nu_f t + \phi_f]dt}{\int \sin^2[\nu_f t + \phi_f]dt} \]  \hspace{1cm} (3.3)

It is clear from (3.2) that, for an accurate fit (\( \nu_f \rightarrow \nu_c \), \( \phi_f \rightarrow \phi_c \)), \( B_{est} \rightarrow B_s \).
Naturally, there are a number of general constraints and limitations to this mode of observation. First, the data acquisition time has to be significantly smaller than the chop period in order to resolve the variation in signal. Second, the chop period clearly has to be smaller than the period of the nodding in order that there are a reasonable number of chop periods at each nod position. The chopping also has to be rapid enough that the sky noise will not alter significantly in the reference and target beams during individual chop periods.

Furthermore, if a source is extended, the chop throw must be large enough to ensure that whichever beam does not contain the area of interest at a particular point of the observations contains only background emission. If this is not the case, emission from the extended structure may lead to inaccuracy in the flux calculated for the target region. Although in principal one could model the effect, it would increase the errors in the flux measurements. Conversely, however, the chop throw must be small enough that the assumption of a constant sky background between the on and off beams remains reasonable.

In order to form a fully-sampled image of the region around the source being observed, the telescope was also ‘jiggled’, so that the position of the beam centre for a given on-off-off-on sequence varied around the source. In this way, an image of the cluster $\sim 10 \text{ arcmin} \times 10 \text{ arcmin}$ was formed.

The observations used for this work were taken during an observing run at the CSO starting in late January and ending at the beginning of February 2006. The principal investigator for this run was Eiichi Egami. Data was sampled every 0.02 s. The chop frequency was 2.25 Hz, making a single chop $\sim 0.44$ s in length, while the chop throw was 90°. The telescope was nodded in azimuth, and the period of time during which the telescope was oriented so that the source was
located in either the on or off beam was $\sim 9$ s. The total time taken to complete a single subsection (accounting for a certain period where the telescope was slewing between positions on the sky and therefore not acquiring data) was, therefore $\sim 45$ s.

The data taken during the observations was stored in network Common Data Form (also known as 'netCDF', or 'ncdf') files. Network Common Data Form is a set of libraries and data formats designed specifically for handling array-oriented data. Each ncdf file contained 60 variables, providing information on, for example, the weather conditions at the time of observing; details of the chopping and acquisition, as well as the raw data itself.

The observing run targeted four clusters: Abell 1835; Abell 851; Abell 2218, and MS0451.6-0305, all of which are well-known and well-studied objects at other wavelengths. The fields surrounding all these clusters were known to contain a number of point sources. As discussed previously, uncertainty in the characterisation of point sources in SZ fields, and hence the amount of contamination from these sources, is one of the most important limitations in SZ studies at higher frequencies. The original motivation for the observations were, therefore, to characterise these point source fluxes accurately.

The observations of the main science targets were broken down into individual files of $\sim 50$ minutes (3000 s) duration, composed of 63 individual subsections. These observations were separated by shorter observations of pointing/ calibration sources lasting $\sim 10$ minutes (600 s). The full Jan 2006 observing run is given in Appendix B.

In this chapter, the telescope and detector used to obtain the data analyzed

\[\text{\footnote{see e.g. http://www.unidata.ucar.edu/software/netcdf/}}\]
in this thesis have been described. The scan strategy used has also been outlined. At the beginning of the project the standard Bolocam pipeline was not suitable for mapping data obtained using the combined chop and nod scan strategy. It was necessary, therefore, to write a new pipeline. In order to have complete control over the process, it was also decided that this pipeline would be written largely independent of the existing Bolocam pipeline. The following chapters describe the pipeline code and its development.
Chapter 4

Pipeline Development I:
Demodulation and mapping

The mapping pipeline for the Bolocam data was written in idl and structured as a set of modules handling different functions in the process. The basic aim of the pipeline was to extract signal according to (3.3). In order to achieve this, it was necessary to obtain a reliable model for the chopper signal in order to construct the fit; to understand when the telescope was nodding, then to apply an accurate calibration to transform the signal into units of flux. After this had been done, maps of individual observations could be made. These maps, however, generally had a low signal-to-noise (S/N). Higher S/N images of science sources could be produced by combining the calibrated data and corrected pointing information into a single set of vectors which could then be mapped.

The raw data from observations was stored in a set of 144 voltage timestreams (corresponding to the signal at each time step from each of the instrument bolometers) in each ncdf file. The files also contained a large number of other timestreams
containing positional and other data relevant to the observations. Among the most
important of the timestreams used in the mapping were:

ac.bolos: Contained the raw data from the bolometers, filtered then amplified
to remove dc offsets that dominate the raw bolometer output;

dc.bolos: Contained the unfiltered, unamplified signal from the bolometers,
which was dominated by bit noise but retained the dc offsets (which are essential for
calibration - see Chapter 5: ‘Pipeline Development II: Pointing and Calibration’);

chop.enc: Contained information on the chop based on the signal being used
to control the position of the telescope’s secondary mirror;

acq.das, acq.tel: Contain information on when the telescope was acquiring
data during an observation;

rotangle: Contained information on the rotation angle of the detector plate
inside the Bolocam cryostat. This was required to determine the orientation of the
map;

source.ra, source.dec, source.epoch: Contained positional information for the
source based upon catalogued values, as well as the epoch in which these positions
were defined;

az, el: Contained information on the azimuth (az) and elevation (el) of the
area of sky the telescope was imaging;

eaz, eel: Contained errors on the values stored in the variables az and el;

ut: Contained the values for Universal Time when the observations were made,
necessary for calculating the precise Julian date at which the observations took place, as well as right ascension (R.A.) and declination (decl.) values based upon the az and el data;

pa: Contained information on the parallactic angle of the observations;

on_beam_tel: Contained information on the times at which the telescope was imaging the source in its on beam (on_beam_tel = 1) and in its off beam (on_beam_tel = 0).

The implementation of different stages of the signal demodulation is described below.

4.1 Nodding Pattern

The jiggle map observing strategy, as described in Chapter 3: ‘Jiggle Map Observations’, consisted of a sequence of jiggle positions around the target in order to form a fully sampled nyquist image of the region. Each measurement at a jiggle position consisted of a single set of on-off-off-on nodding pattern (as described previously), which formed a symmetric double difference effective beam pattern on the sky. In order to locate the periods when the telescope was observing the target in the on and off beams, the on_beam_tel and acq_tel timestreams were combined according to:

\[ n(t) = 2a(t)(b(t) - 0.5) \] (4.1)

where \( n(t) \) represents the nodding timestream, and \( a(t) \) and \( b(t) \) represent the
Figure 4.1: Nodding and acquisition pattern. A nod position of +1 implies the telescope is on-source, whereas nod position -1 is when the telescope is off-source. The pattern is a combination of acquisition and positional data, so that where the pattern falls to zero this reflects where the telescope is not acquiring data (usually while the dish is moving to a different location on the sky).
4.1. NODDING PATTERN

Figure 4.2: Detailed section of nodding pattern, demonstrating spikes in the typical pattern. The spikes were capable of confusing the characterization of the nodding sequence, in particular when they were located between the last 'on' section of one complete nod and the first 'on' section of the next (as in the second nod in this figure).

acq_tel and on_beam_tel timestreams, respectively. This combination produced a data vector which had a value of +1 when the telescope was observing in the on beam; -1 when the telescope was observing in the off beam, and 0 when the telescope was not acquiring data (for example, when moving between on and off positions). An example of this pattern is given in Fig. 4.1.

The beginning and end of the on and off sections could then be identified simply by examining the first derivatives of the timestream:

\[ d(t) = n(t + 1) - n(t) \]  \hspace{1cm} (4.2)
where the beginning of the on sections were identified by $d(t) = 1$ and ended at the next occurrence of $d(t) = -1$ (and vice-versa for the off sections). The acquisition timestream did not, however, have an entirely regular pattern, and exhibited short sections where the telescope was acquiring data (or not) in regions which were clearly not part of the overall nodding scheme. This led to short, intermittent breaks or spikes in the nodding timestream which confused the analysis of the first derivative (see Fig. 4.2).

These irregular features were dealt with by smoothing the nodding timestream to remove short-period features in the nodding. The characteristic period below which features were smoothed had to be chosen carefully, since in some cases breaks in acquisition were of similar length to real features in the nodding. This characteristic period was determined by forming a histogram of the distances between subsequent features in the first-derivatives of the on timestream (formed simply by extracting those regions of the nod where the values are 1) and calculating the modal value. While there remained the possibility that, given a sufficient number of irregular regions, the modal value may have reflected the size of the irregularities rather than the size of the subsections, this could be avoided by an appropriate choice of binsize when forming the histogram and by checking whether or not the distribution of the differences was bimodal; or by studying how the modal value changed with binsize.

A further complication was that the nodding timestream occasionally began while the telescope was acquiring, which confused the series of first derivative values. Individual on or off subsections at the start or end of the observations could also be unusually large or small. All these scenarios had to be accounted for in the module.
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Figure 4.3: Nodding structure for the Mars file 060205_ob7. The nodding sequence is clearly different to the typical structure.
Bad data files could also be identified in this process, since their nodding structure did not show the regular nodding structure (Fig. 4.3).

The acq.tel and on_beam.tel timestreams were both recorded according to the telescope clock whereas the observational and chopping data were recorded by a separate computer. Differences between the timing of timestreams recorded by each computer could arise from filtering of the acbolos and from intrinsic timing differences between the electronic components and had to be corrected for. This could be achieved simply by comparing the acq.tel and acq.das timestreams. The first derivative of each were calculated according to (4.2). The derivatives of the acq.tel timestream was used as a template for acq.das and used as a filter to determine the value of time difference which led to optimal matching between the two differential timestreams. This was achieved by repeatedly shifting the acq.das differential timestream then multiplying with the acq.tel differential vector, and summing the resulting datastream. The sum was largest where the match between acq.das and acq.tel was greatest, and the shift required to achieve this was subsequently recorded.

4.2 Chopping Timestream

Next, it was necessary to accurately model the chop signal in each subsection of the data. The simplest method of achieving this would be to calculate the frequency and phase of the chop from the variations in the data timestream and use this to reconstruct the chopping from a specific time and throughout the subsequent subsection. It was not known, however, if there were phase differences between the chop and the data timestreams (due, for example, to clock differences), or if
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Figure 4.4: A sample of the chop data. The variation in the signal due to the chopping is evident.

sources located along the line of the chop could skew the fit. The fitting had, therefore, to be taken from the chop signal - stored in chop.enc - itself.

An example of a chop timestream is given in Fig. 4.4. Although it was possible to fit the entire chop timestream to obtain single values for the chop frequency and chop phase and reconstruct the chop signal in each subsection, the coding was simpler in the later stages of analysis to isolate the regions of the chopping timestream that corresponded to the nodding subsections and calculate individual chop frequencies and phase differences for each subsection.

This was achieved simply by using the nod boundaries calculated in the previous module to extract the chop regions in each subsection, then fitting these regions with a simple sine function, defined by:
where \( A(0) \), \( A(1) \), etc are the fitting parameters. The curvefit routine used in the code required initial estimates for these parameters. It appears from Fig. 4.4 that the offset term is negligible and \( A(0) \) was, therefore, set to be small but non-zero. The initial value for the amplitude term \( A(1) \) was estimated by calculating the rms value of the chop timestream:

\[
A(1) \approx \sqrt{\frac{\text{chop}(x)^2}{n_{\text{samples}}}}
\]  

(4.4)

where \( n_{\text{samples}} \) is the total number of samples in the chop timestream, \( \text{chop}(x) \). This is clearly not going to be an accurate estimate of the amplitude, but should be correct within an order of magnitude, which was sufficient for the fit. The initial value for the frequency term, \( A(2) \), was estimated by:

\[
A(2) \approx 2\pi f \Delta s
\]  

(4.5)

where \( f \) is the angular frequency of the chop (stored in the ncdf files) and \( \Delta s \) is the sample interval of the observations. Clearly, this value was not expected to change much as a result of the fit. The initial value for the phase offset term, \( A(3) \), was calculated simply using:

\[
A(3) \approx \sin^{-1} \left( \frac{\text{chop}(0)}{\text{chop}_{\text{max}}} \right)
\]  

(4.6)
where \( \text{chop}(0) \) is the value of the first element of the chop timestream in the subsection being considered, and \( \text{chop}_{\text{max}} \) is the maximum value of the timestream.

Once the fit was finished, the values of frequency and phase were stored in separate variables and passed back into the upper level of the program.

### 4.3 Cleaning and baseline removal

Before demodulating the chopper signal, it was necessary to perform a basic spike removal and subtract correlated low frequency atmospheric noise from the signal. Removing the low frequency atmospheric noise could be achieved in a number of ways. The initial approach chosen was to examine the Fourier transform of a given data timestream, identify the signal that corresponded with the chopping, filter out the low frequency baseline, and reconstruct the signal according to the adjusted Fourier transform.

In order to do this, it was necessary to construct a template in frequency space based upon \( \text{chop}_{\text{enc}} \). The Fourier transform of a sample chop timestream is given in Fig. 4.5.

While the chop signal contained a relatively clean Fourier transform, the fourier transform of the data contained significant low and high frequency contributions. These were filtered at the beginning of the routine using a low-frequency filter, \( f_1(x) \) with a gaussian profile, defined by:

\[
f_1(x) = 1 - \exp\left(\frac{-x^2}{2\sigma^2}\right)
\]  

(4.7)
where the width of the filter was characterised by the $\sigma$. The value of $\sigma$ was chosen by trial and error: the filter had to be wide enough to eliminate the majority of the long wavelength signal, but not so wide that it also eliminated higher frequency signal that needed to be kept.

The remaining Fourier transform of the data was then multiplied by $f(x)$ to remove the low frequency contribution. The rest of the data filter was obtained by studying the derivatives of the chop Fourier transform. These derivatives were calculated simply by differencing consecutive data points, as before. Locating the maxima in the transform’s derivative data was found to be a more reliable means of locating the peaks, since the derivative data contained less noise, but the peaks coincided with those in the transform itself. The position of the first peak of the derivative data was, therefore, found and a filter, $f_\delta(x)$, generated in almost exactly
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Figure 4.6: Sample cleaning obtained by filtering the Fourier transform of the data using a template based on the Fourier transform of the chop data from the observation file being analyzed.

the same way as for the low-frequency filter, according to:

\[ f_2(x) = 1 - \exp\left(\frac{-(x - p)^2}{2\sigma^2}\right) \]  \hspace{1cm} (4.8)

where the \( p \) represents the location of the peak. The value of \( \sigma \) was chosen to be the same as for the low-frequency filter. The location of the next peak was calculated by filtering \texttt{chop.enc} derivatives using \( f_2(x) \) and locating the next maximum. In general, \texttt{chop.enc} rarely contained more than three peaks, and the code was therefore designed to calculate only the first three peaks in the derivative data. The total filter, \( F(x) \) was given by:

\[ F(x) = f_1(x) - \sum_i \exp\left(\frac{-(x - p_i)^2}{2\sigma^2}\right) \]  \hspace{1cm} (4.9)

where the \( p_i \) values are the locations of the peaks.

This effect of this cleaning is demonstrated in Fig. 4.6. The figure on the
left shows a sample of data prior to filtering; the figure on the right shows the data after filtering. The low frequency components of the data have clearly been removed, as have some of the higher frequency noise.

One of the important drawbacks of any type of cleaning based upon filtering the Fourier transform of the data is that some signal from the source itself will be lost. The signal that might be lost was expected to be small, but if would clearly be preferable to avoid this. Furthermore, the cleaning was not always entirely efficient, in particular at the beginning and end of the timestream, where up to \( \sim 10\% \) of the chop signal could be lost.\(^1\) Calculating Fourier transforms in IDL is also a lengthy procedure. This resulted in the cleaning module in the pipeline being very slow, especially since the data timestreams were long.

A more time-efficient method of cleaning the data was to use ‘average subtraction’. This method uses the fact that the atmospheric noise in a given subsection, i.e. at a given time during the observations, remains relatively constant across all the bolometers, since the region of sky being imaged is smaller than the typical size of atmospheric cells. By calculating a value for the signal at each point in the datastream averaged across all the good bolometers, therefore, it was possible to reconstruct a template which represents the ‘average datastream’ in the observations. This was a good model for the baseline in the signal, and could then be subtracted from the raw data to obtain the signal due to astrophysical sources. An example of a template obtained using this method is given in Fig. 4.7. It is clear from Fig. 4.7 that some chopped signal is evident in the template. This is assumed to be from variations in the background between chop positions, and is not distinguished by the Fourier filtering method, which cannot discriminate between

\(^1\)Although the telescope was never acquiring scientific data at the beginning and end of the observations, so this excess removal of signal should have little impact upon the maps obtained for the observation file.
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Figure 4.7: Template derived for one of the observation files in our dataset. The template is the solid line, while the dotted line is a set of data for one of the good bolometers. It is clear that the template also contains a chopped signal. This is, however, to be expected as it reflects the average difference in emission between the two positions as seen by all of the detectors in the array. This could be due to either atmospheric common mode emission, large scale astronomical emission or differential ground emission and spillover.
different signals at the same frequency.

The code for this was taken from the standard Bolocam pipeline. The clean timestreams are obtained by evaluating the matrix equation:

\[ d_{\text{clean}} = d - CA \]  

(4.10)

where \( d_{\text{clean}} \) represents the cleaned data timestreams, \( d \) represents the raw, uncleaned, data, \( A \) is a 'template', defined by:

\[ A(j) = \sum_i d(j,i) / n \]  

(4.11)

where \( n \) is the number of good bolometers, \( j \) represents a specific bolometer, and the summation is carried out over the entire timestream for that bolometer. \( C \) is defined by:

\[ C = \frac{dA}{A^T A} \]  

(4.12)

Fig. 4.8 demonstrates the effect of average subtraction on the same sample of data displayed in Fig. 4.6. A straightforward comparison between Fig. 4.8 and Fig. 4.6 appears to show that the filtering method provides a much cleaner signal. This is, however, hardly surprising, since the Fourier filtering method is almost certain to produce a smooth signal due to the narrow width of the filters, which remove both high and low frequency components of the noise. Furthermore, as mentioned above, the Fourier filtering is unable to discriminate between chopped
Figure 4.8: The effect of average subtraction upon the sample of data used to produce the plot in Fig. 4.6.
noise and chopped signal. This is evident from the different peak signals in Fig. 4.8 and Fig. 4.6, and makes average subtraction the preferable choice for removing baseline in the timestreams.

4.4 Phase differences

It was possible for phase differences between the chop data and the raw data to exist, due to, for example, differences in the clocks in the computers recording the chop and the computers recording the data. Clearly this needed to be accounted for accurately in order to carry out the demodulation.

The phase differences between the chop and the data were calculated by examining the individual on and off subsections from the cleaned data (i.e. data from which the baseline had been removed. The phase of the data, $\phi_{data}$, was found by determining the value of $\phi_i$ that maximized:

$$L_i = \sum d(s) \sin(\nu_{\text{chop}} s + \phi_i)$$

(4.13)

where $d(s)$ represents the data in the subsection being considered (and $s$ represents the data positions included in that subsection); $\nu_{\text{chop}}$ is the chop frequency for the subsection being considered, as calculated previously and $\phi_i$ is the i'th value for the phase being tested in the fit.

The processing efficiency was increased by splitting this fitting procedure into two parts - the first which finds a rough estimate of $\phi_{data}$, $\phi_{est}$, by allowing $\phi_i$ to vary between 0 and $2\pi$ with a stepsize of 0.2 radians, and a second which then
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refined $\phi_{data}$ by restricting the range for $\phi_i$ to $\phi_{test} \pm 0.2$ and reducing the stepsize to 0.02 radians. This gave an estimate of $\phi_{data}$ to within approximately a degree, which was considered accurate enough for the demodulation, particularly since the values of $\phi_{data}$ were averaged in the later stages of demodulation (see below).

The phase of the chopper signal had already been calculated in a previous section of the pipeline, but were recalculated here using the method described above. The phases for the data and the chopper were then simply subtracted, and the subsequent phase differences for each subsection recorded and stored. Fig. 4.9 demonstrates a typical set of phase differences for a given bolometer.

The source of the phase differences is believed to be timing differences between the clocks in the different computers recording and storing data from the telescope.
Subsection number

Figure 4.10: Representative set of mean phase differences per subsection, obtained by averaging across all the good bolometers in a datafile. There is clearly a consistent value for the phase throughout the file, although there is some variation about it.

The data in Fig. 4.9 appears to vary about a value of $-33.2^\circ$ (equivalent to a couple/ few time samples in the timestreams), in discrete steps of $\sim 1^\circ$, although some smaller variations are present. The values of phase difference also do not appear to correlate with what stage in the nodding cycle the observations are, which is consistent with the source of the phase differences being differences in computer clocks.

The phase differences were also expected to be independent of the specific bolometer being analysed and effectively constant with time (changes in the computer clocks may well occur with time, but significant differences would not be expected on the timescales of the observations). Fig. 4.10 demonstrates this effect, by calculating the mean phase difference in each subsection, averaged over
all the good bolometers. There is clearly a consistent value of phase difference between the chop and data, although individual measurements of this phase can vary by small amounts.

The phase differences obtained by observing different sources on different nights also demonstrate a reasonable consistency, although there were some files that exhibited systematic variation from the general value. The phase differences still, therefore, had to be calculated for each file (rather than an average value being chosen for all files, see Fig. 4.11).

The fit to the chop signal could then simply be transferred into the timeframe of the data simply according to:

\[
\zeta(x) = \sin(\nu_{\text{chop}}x + \phi_{\text{chop}} + \Delta\phi_{\text{mean}}) \tag{4.14}
\]

where \(\zeta(x)\) represents the effect of the chopping in the timeframe of the raw data; \(\nu_{\text{chop}}\) is the chop frequency for a given subsection; \(\phi_{\text{chop}}\) is the phase difference of the chop data for a given subsection, derived from the raw chop timestream (chop.enc), and \(\Delta\phi_{\text{mean}}\) is the mean phase difference for the observation file being processed, as discussed above.

4.5 Demodulation

With the phase information stored, all that was required to complete the demodulation therefore was to reconstruct the variation in the signal due to the scan strategy according to (4.14). The reconstructed signal \(\zeta(x)\) for a specific subsec-
Figure 4.11: Mean phase differences for each subsection in a selection of Abell 1835 observations, made on different nights between 31st Jan 2006 and 4th Feb 2006. The data in these figures demonstrates that, while the general trend of the phase differences were similar for each file, there was variation, and a single value for the phase difference could not be relied upon in the analysis.
tion was then used to extract the signal in that subsection, $A_{sub}$, according to (3.3), which, in terms of vectors of data, is given by:

$$A_{sub} = \frac{\sum \zeta(x) D(x)}{\sum \zeta(x)^2}$$  \hspace{1cm} (4.15)

where $D(x)$ is the data in the subsection.

This simple process was only complicated by the fact that the length of the vectors in (4.15) had to represent an integer number of chop cycles. If an incomplete set of cycles were used in the summation, significant errors in the signal could result [3]. The integration lengths were calculated simply by working out the number of cycles in a subsection (based upon the chop frequency), then truncating this number to leave an integer number of cycles. In general, the integration length turned out to be 443 samples (8.9 s observing time).

The signal was calculated according to (4.15) for each on and off subsection. Given that one nod constituted a set of on, off, off, on sequence, the results had to be combined by differencing the average signal in the on subsections, $\bar{A}_{on}$, and the average signal in the off subsections, $\bar{A}_{off}$:

$$A_{nod} = \bar{A}_{on} - \bar{A}_{off}$$  \hspace{1cm} (4.16)

The error in this value, $\sigma(A_{nod})$, was then calculated by weighting $A_{nod}$ by the number of elements in the on and off subsections according to:

$$\sigma^2(A_{nod}) = \frac{\sum A_{nod}^2 w}{\sum w}$$  \hspace{1cm} (4.17)
where the summation is over all nods in an observation file, and $w$ is given by:

$$w = \frac{n_{on} n_{off}}{n_{on} + n_{off}}$$  \hspace{1cm} (4.18)

Here, $n_{on}$ and $n_{off}$ are the total number of elements used in the on and off sections, respectively.

### 4.6 Mapping

The section of code that deals with mapping of the demodulated, calibrated data uses a standard routine taken directly from the Bolocam standard analysis pipeline. The pointing source files were the first to be mapped. Since these were to be used to determine the calibration for the observations, the signal in these files was initially stored in Volts. When mapping science sources, however, the data had to be converted to mJy using the calibration conversion (see Chapter 5: 'Pipeline Development II: Pointing, Calibration and stacking').

The signal arrays were converted into one-dimensional vectors. The locations on the sky being observed by individual bolometers throughout the observations were also passed as one-dimensional vectors into the standard mapping routines. This required the positions of each pixel relative to the centre of the telescope beam to be calculated, and the equivalent R.A. and decl. information to be adjusted accordingly for each sample from each bolometer. Extracting the R.A. and decl. values was carried out individually for each file. This process is discussed in more detail in the next Chapter.
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In this chapter, we have outlined the basic operation of the main demodulation section of the pipeline code. Next, we will review how that demodulation was incorporated into a complete routine to generate maps of science sources.
CHAPTER 4. PIPELINE DEVELOPMENT I: DEMODULATION AND MAPPING
Chapter 5

Pipeline Development II: Pointing
and calibration

A number of well-known bright sources close to the science targets were also observed during the run. These sources were used to determine the calibration required to convert the raw data from units of volts to units of flux, as well as to deduce the positions on the sky that the signal from individual pixels represented (referred to as 'pointing').

Pointing and calibration sources can be classified as either primary or secondary. Primary sources are generally planets, whose flux and variability are well-known and can, therefore, be considered reliable for calculating the calibration. Secondary sources include, for example, protostellar sources, HII regions and evolved stars. These sources are still bright, relative to the science sources which are the targets of the observations, but their flux may not be as well-known, and their variability more uncertain.
5.1 Pointing

Whereas the pointing for the science maps was based upon the pointing and calibration sources, clearly a different approach had to employed to obtain the correct initial pointing for the pointing and calibration sources themselves. The process by which this was achieved is described below.
Figure 5.1: Pointing maps for a representative set of the 0420m014 observations.
Figure 5.2: Pointing maps for a representative set of the 0923p392_4cp3925 observations.
Figure 5.3: Pointing maps for a representative set of the 1334-127 observations.
Figure 5.4: Pointing maps for a representative set of the 3c371 observations.
5.1. **POINTING**

The data files contained R.A. and decl. values for the telescope while it was observing, az and el data, and R.A. and decl. values for the science source. Upon inspection, however, it became clear that the R.A. and decl. timestreams did not appear to contain information on the nodding of the telescope, whereas the az and el timestreams did (see Fig. 5.6). It was clear, therefore, that the az and el data had to form the basis of the pointing reconstruction.
The situation was complicated, however, since the az and el values stored during the processing did not correspond with the exact location of the centre of the field of view of the telescope in the sky. In order to obtain the actual position on the sky that the telescope is observing, offsets needed to be added to the stored values.

The standard Bolocam pipeline stores files which contain approximate offsets for different targets. The offsets are expected to change, depending on the altitude and elevation of the telescope dish. Thus, offsets are recorded for each jiggle position. For the January 2006 observing run, files for science sources contained 63 jiggle locations; observations of the secondary pointing sources contained 12 jiggle positions, while observations of primary sources contained nine jiggle positions. There were, therefore, three separate offset files: 'dither_map_ptg_db15pt.sav' (for observations of Mars); 'dither_map_ptg_az.sav' (for observations of secondary pointing and calibration sources), and 'dither_map.sav' (for observations of science sources).

The pointing for the calibration sources was calculated in two phases. The initial phase involved finding a mean offset between the values of az and el stored in the ncdf files and the real sky values. The telescope was, in general, assumed to be pointing in the direction of the pointing and calibration source ('source_ra' and 'source_dec' in the ncdf file). The archive offsets were then added to the corresponding alt and az values and compared to the alt and az timestreams stored in the ncdf file for each subsection in an observation file. The offsets determined for individual subsections were found to be generally consistent, and an overall offset for the file was determined by taking the average value from these results.

The overall offsets calculated in this manner are displayed in Fig. 5.7. There is clearly a general trend in both sets sets of offsets. The average azimuth offset
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Figure 5.7: Initial offsets between archive source positions and the position timestreams saved in observation files for all the pointing and calibration sources. Consistent offsets are observed for both azimuth and elevation, although there is some scatter. The sources with the largest variation from the mean (corresponding to the final datapoints in these plots) were derived from Mars observations.

over all files was found to be $-9.2 \pm 1.8$ arcmin, while the average elevation offset (not including the Mars observations - see figure caption), was $-17.2 \pm 0.4$ arcmin. Since the precision of the pointing was anticipated to be 10 arcsec or less, however, the variation in the results was too great to use a general average (over all files) in the analysis, and the initial offsets continued to be calculated for individual files.

The next phase of the pointing was to derive small adjustments for a given file. The pointing was reconstructed from the mean offset calculated in the first phase and the az and el data in the ncdf file. The location of the point source in the resulting map was then found by using a fit, which was designed to locate the region of the map which matched closest the expected ideal profile for a point source. Using a fit avoids the potential for so-called 'flux boosting' to distort the results. Flux boosting occurs when low significance noise features are coincident with regions of real signal (even though these regions may not represent the true peak in intensity of the source being studied). The presence of the noise distorts the significance of individual pixels and could, therefore, lead to false readings of
peak intensity.

In the fit, the point source intensity profile was simulated as a gaussian with full-width-half-maximum (FWHM) of 30" (i.e. the result of convolving a delta function with the beam profile of the instrument). This model was not precise, but was adequate for detecting the location of the peak of the point source flux. The beam model was a 7x7 pixel template, which was fitted to 7x7 sections of the pointing source maps, \( M \). The degree of matching between the beam profile and the map section was determined using:

\[
\lambda = \sum_{i,j} n_{i,j}(M_{i,j} - \bar{F}B_{i,j})^2 \tag{5.1}
\]

where \( \lambda \) represents the 'goodness-of-fit', and the summation was carried out over all the pixels, \( i \) and \( j \), in each of the maps; \( n_{i,j} \) represents the coverage in each pixel; \( B_{i,j} \) is a 7 \times 7 map of the telescope beam (centred on the central pixel of \( M \)), and \( \bar{F} \) represents an averaged signal over all the pixels in \( M \) (which, once convolved with the beam, produces the template for a point source in the 7x7 segment), determined by:

\[
\bar{F} = \frac{\sum_{i,j} M_{i,j}B_{i,j}n_{i,j}}{\sum_{i,j} B_{i,j}B^i_jn_{i,j}} \tag{5.2}
\]

The process was complicated by the fact that the coverage was incomplete for many of the pointing source maps, even in regions close to the point sources. This could change the position of the minimum \( \chi^2 \) in a given map and had to be accounted for within the routine. This involved, for example, checking that the signal in the pixel at the location of the minimum \( \chi^2 \) was approximately equal.
to the maximum signal in the map. Despite flux boosting affecting pixels in the centre of the map, it was expected that the flux at the true centre of the pointing source emission should be large, so the approximation was reasonable.

Once the approximate center of the emission had been located, the difference between its location (according to the adjusted alt and az timestreams) could be compared to the archived values in order to obtain the final pointing correction for these maps. These values were stored for later use in the processing of the science sources.

5.1.2 Science Sources

Once both sets of offsets had been obtained and stored for the pointing and calibration sources, the pointing for the science sources could be addressed.

The first stage of this process was identical to that for the pointing and calibration sources. The stored az and el values were compared to the source az and el (adjusted by the archived offsets), and a mean difference between the two obtained. Clearly, however, the individual maps of science sources were expected to be too low signal-to-noise (S/N) for the same method to be employed in deriving the smaller offsets.

Typically, the final adjustment to the pointing in observations of science sources is performed by generating a model for the size of the offsets which depends upon the az and el positions that the telescope is observing (since the offsets are expected to be a result of, for example, distortions in the telescope structure, which will be a function of its position and arrangement at a given time), derived from the offsets determined from the pointing and calibration sources (discussed above).
The model is then used to calculate the expected offset for a specific science source given the az and el timestreams stored for that source.

Initial plots of the offsets against central az and el, however, detected no obvious relationship between position and offset (see Fig. 5.8). More complex relationships between the positions and offsets also showed no definite pattern. Furthermore, despite there being over fifty individual observation files, for more complicated functions of central position coordinates the parameter space became increasingly poorly sampled, and a reliable functional relationship between the
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offsets and the sky coordinates became correspondingly difficult to obtain.

The small offsets were, therefore, eventually determined simply by using the offsets for the pointing and calibration sources that were observed directly before or after the observations of the science source being processed. These offsets were expected to be extremely close to the offsets for the science sources, since the pointing sources were chosen to be close to the science targets they bracketed. An additional test was to ensure that the offsets from the pointing sources were similar, implying that the variation in the offset value when the telescope was pointing in that region of the sky was small, and that the assumption that the science source itself would have a similar offset was reasonable.

5.2 Calibration

5.2.1 Calibration based on secondary calibrators

Once the position of the pointing sources had been determined, the signal of that source (in mV), $S_{mV}$, could be read and compared to archive values for the source’ fluxes (in mJy), $S_{mJy}$ (5). The calibration factor, $F_{\text{calib}}$, for that source could then be calculated simply as:

$$F_{\text{calib}} = \frac{S_{mJy}}{S_{mV}}$$  \hspace{1cm} (5.3)

Once calibration factors for all the pointing sources had been calculated and stored, it was possible to use them to calculate the calibration factors for the science sources.
The standard means for determining the calibration factors required to convert the data from voltage measurements to flux values for Bolocam is to plot the calibration factors for the pointing sources against the bolometer operating resistance, represented by measurements of the dc level of the lock-in amplifier output [126].

This method works because the flux calibration, in units of V/Jy (or equivalent), is proportional to the atmospheric transmission and the bolometer responsivity. The bolometer responsivity is expected to be a monotonic function of the bolometer resistance. Similarly, the bolometer resistance decreases monotonically as the atmospheric loading increases, and the atmospheric loading increases monotonically as the atmospheric transmission decreases. The atmospheric transmission is, therefore, also expected to be a monotonic function of bolometer resistance, and so too the combination of atmospheric transmission and bolometer responsivity (i.e. the flux calibration).

This resistance is measured by monitoring the median dc lock-in voltage, since this is proportional to the resistance (Ohm's law). By plotting dc levels against calibration factors for sources of known flux, therefore, it is possible to obtain an empirical relationship between flux calibration and median dc-signal. The resulting plot generally has a quadratic form and can be fit to determine the coefficients that define the functional relationship. By calculating the dc signal in maps of science sources the corresponding flux calibration could then be determined.

The previous version of the calibration curve for Bolocam was based upon measurements of primary pointing and calibration sources made in May 2004. The curve is defined by a quadratic relationship:
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\[ F_{\text{calib}} = \sum_{i=0}^{2} A_i D_s^i \]  \hspace{1cm} (5.4)

where \( D_s \) represents the dc signal of the source, and \( A_i \) are the coefficients of the fit, which are given as:

\[ A_0 = -3.334 \times 10^{-3} \]
\[ A_1 = -2.926 \]
\[ A_2 = 6.973 \]  \hspace{1cm} (5.5)

The calibration curve is expected to evolve with time as the components of the detector change, so needs to be re-checked periodically and updated when necessary. It was decided, therefore, to review the data to see if this re-assessment was required.

The dc signal from the pointing and calibration sources were obtained using the same pipeline as for the ac data. A keyword was simply added to the appropriate procedures to allow the user to define if the analysis should be carried out on the ac or dc timestreams, both of which were stored in the ncdf files for the observations.

The resulting plot of dc signal against calibration factor is given in Fig. 5.9. Not all of the pointing source maps were used in the plot, since some were too incomplete to produce reliable results, or simply contained poor data. Of those that remain, however, it seems clear that, while there is a modest scatter about
Figure 5.9: Calibration data. The May 2004 calibration curve is shown as the solid line. The error bars in this figure are statistical errors from the measured data. They do not, therefore, include intrinsic uncertainty in the source brightness. The data does not, on the whole, deviate substantially from the May 2004 curve. Legend: Vertical crosses: 0420m014; open triangles: 0923p392.4cp39.25; open diamonds: 1334-127, open squares: 3c371.
the May 2004 curve, the sources remain reasonably consistent with it.

While the scatter is significant, it is not necessarily surprising, since it is much harder to define a well-constrained calibration curve using secondary pointing sources. Although the sources are considered to have reasonably well-defined fluxes, differences exist between different surveys. Furthermore, the variability of secondary sources is often not well-known. It was not considered unreasonable that these uncertainties could introduce errors of order up to 10% in the data, which is of a similar order to the statistical scatter of the pointing sources in Fig. 5.9.

It has also been noted that the coverage per pixel in the pointing source maps could vary significantly, even in the portions of the maps that contained the sources themselves, and that this potentially represented a problem for the fitting procedure used to determine the position of the sources in the maps, described previously (see 5.1.1: 'Pointing and Calibration Sources'). While maps in which this was obviously a problem had been removed, it remained possible that some of the maps used in the calibration had been affected in this way.

Based upon this, therefore, no significant evidence was found to justify redefining the calibration curve for this analysis, and it was concluded that the May 2004 curve probably remained reasonably accurate.

5.2.2 Calibration based on primary calibrators

Ideally assessment of the calibration curve should be carried out using primary calibrators; most commonly planets. In the case of the Jan 2006 run, as has already been noted, there were a number of observations of Mars. During the initial stages of processing, however, two of these files had been discarded because
they contained bad nodding sequences.

The remaining Mars observation files were analysed in a similar manner to the secondary sources discussed above. The primary difference between the analysis of Mars and the other sources was that Mars was bright enough to saturate the bolometers when being operated with an ac-bias. For this reason, the dc_bolos timestreams were used to reconstruct maps. The dc_bolos timestreams essentially contained the same information as for the ac_bolos, but were less sensitive, and so were not saturated by the Mars observations.

In order to construct a calibration plot, however, the maps constructed using the dc_bolos data needed to be converted into equivalent ac signal. The multiplicative factor that separated the timestreams (referred to as the gain) could be calculated simply by comparing the dc maps for the secondary sources (discussed above) to the ac_bolos maps of the same sources. The gain was found to be 108.6.

Maps of the Mars observations are displayed in Fig. 5.10. It is immediately obvious that a number of the maps appear to be of poor quality, containing double-sources in the central portions.

In order to determine calibration factors based on planetary primary calibrators, the flux of the sources (in mJy) has to be estimated based on theoretical models. In this case, a simple blackbody model was used, where the flux, $F$, was given by:

$$F = \left(\frac{2ckT}{\lambda^4}\right) A \Omega \frac{10^{20}}{4\pi D^2}$$

(5.6)

where $T$ and $A$ are the temperature and surface area of Mars respectively.
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Figure 5.10: Mars maps, constructed using the dc.bolos timestreams, then converted into equivalent ac signal for including in the calibration curve analysis.
\[ \Omega \text{ and } D \text{ are the solid angle and distance of Mars from Earth at the time of the observations (taken from a separate set of data); } \lambda \text{ is the wavelength of the observations, and } c \text{ and } k \text{ are the speed of light and Boltzmann constant, respectively.} \]

When added to the calibration plots, however, the Mars points appeared to be poorly-correlated with one another, and with the secondary sources. There were a number of reasons why this may have been so. In particular, it is possible that a more refined model for the Mars emission was required. Given the results of the analysis of the secondary calibration sources, however, it was concluded that the May 2004 curve was probably not going to be re-assessed, even if improvement could be made in the Mars points. The decision was made, therefore, to simply use the old calibration in the rest of the mapping and analysis rather than trying to update it based upon our primary sources.

In this chapter we have discussed the calibration and pointing reconstruction for science maps based upon observation of pointing and calibration sources. The next chapter describes the process of producing the final signal and error maps for the cluster fields and interpreting the results using the simulation of emission from known sources. From this analysis, the fluxes of the main astrophysical sources in the field around Abell 1835 were extracted along with an estimate of the central Compton parameter for the cluster.

---

\[ ^{1}\text{Data taken from http://nssdc.gsfc.nasa.gov/planetary/factsheet/marsfact.html} \]
Final maps for each cluster were generated by combining the chopped data from all the observations of a field and mapping as normal. Co-added S/N maps for Abell 1835, Abell 2218, Abell 851 and MS0451.6-0305 are given in Fig. 6.1. These maps have also all been convolved with the Bolocam beam to enhance the structure contained in them.

Abell 851 does not show any obvious cluster emission. Multi-frequency studies of the cluster have found a complex core and a significant level of substructure (e.g. [56,150]), which cannot, therefore, be modelled simply. Recent research into Abell 851 has involved, for example, investigating the effect of starburst galaxies on galaxy cluster evolution [65,150], but it is not an obvious target for SZ observations. It was decided, therefore, that Abell 851 was not suitable for an SZ study in this case. The bright sources in the field (and high S/N features), however, are associated with point sources, which have been studied previously (e.g. [49]), and were potential sources for further study.
Figure 6.1: S/N maps of the clusters Abell 1835 (top left), Abell 2218 (top right), MS0451.6-0305 (bottom left) and Abell 851 (bottom right), convolved with the Bolocam beam to enhance the structure in the images. Emission from Abell 1835 is obvious (central source), as is that from the two point sources SMM J14009+0252 and SMM J140104+0252 on either side. Abell 2218 contains cluster emission as well as emission from two point sources close to the cluster. The field around MS0451.6-0305 is much more complicated, containing not only cluster emission, but emission from a number of point sources as well as a strong lensed arc. These individual components are hard to separate in the Bolocam maps, making MS0451.6-0305 a poor candidate for trying to extract the SZ signal. Finally, the field around Abell 851 shows no evidence for cluster emission, but instead contains a number of point sources.
Figure 6.2: SCUBA image of the cluster MS0451.6-0305. A bright lensed arc, thought to be associated with a $z \sim 2.9$ Lyman Break galaxy, is just visible in the central region of the image. This feature is not, however, reliably resolved in the Bolocam map of the source. Data for map kindly provided by M. Zemcov.
MS0451.6-0305 is a well-studied cluster at a redshift of $\sim 0.55$. [173] detect a strong SZ decrement, which led to the expectation that a strong increment could be detected at higher frequencies. [31], however, report the presence of a large, bright lensed arc at sub-mm wavelengths, apparently associated with a high redshift Lyman Break galaxy. Whereas this arc can be detected in the central portion of SCUBA imagery of the cluster (Fig. 6.2), it is not unequivocally detected in the Bolocam map (see Fig. 6.1). This makes modelling of the cluster extremely difficult, and since the analysis presented here is highly dependent upon accurate modelling, this prevented MS0451.6-0305 being a suitable candidate for SZ analysis in this case.

Abell 2218 is an extensively studied cluster at moderate redshift ($z \sim 0.17$). The cluster is well-known for containing one of the highest redshift lensed sources recorded so far: SMM J16359+6612, believed to be located at $z \sim 7$ (see, e.g. [67]), and for the existence of a large discrepancy between estimates of the cluster mass made using X-ray and gravitational lensing (e.g. [34]). It is believed that the cluster may have experienced a merger sometime during its evolution [165]. Recent research into the cluster have included studies of other lensed sources in its vicinity (e.g. [117]) and studies of the cluster population [118, 170, 188]. The field contains a number of bright point sources, which are visible in the Bolocam maps. In principal, therefore, Abell 2218 was a potential candidate for SZ analysis.

The most promising source for SZ analysis was, however, Abell 1835. Abell 1835 is also a well-studied source over a large range of wavelengths. It was one of the brightest objects in the ROSAT source catalog and is located at $z \sim 0.25$. Early observations showed the cluster to contain a significant cooling core. The cluster field contains a number of lensed sources, and in 2004 an object was discovered that appeared to be a lensed source at a redshift of approximately 10 [155]. Follow-
up observations using data from the Keck and Spitzer telescopes did not, however, detect the source [198], and an independent analysis of the original data also did not lead to any detection. Recent research on Abell 1835 has tended to concentrate on the structure of the cluster. The field around Abell 1835 contains two bright point sources, SMM J14011+0252 and SMM J14009+0252, both of which are subjects of interest in their own right. SMM J14011+0252 is believed to be a lensed sub-mm galaxy at $z \sim 2.56$, whose properties are consistent with it being a massive spheroidal galaxy undergoing starburst [146], while SMM J14009+0252 is believed to be located at $z \sim 1.3$. Multi-frequency observations of both sources have been carried out to help characterise the spectral forms of sub-mm sources (see, e.g. [106]).

### 6.1 Abell 1835: SZ and Point Source Analysis

Once Abell 1835 had been chosen as the primary object for further analysis, a code was written to simulate the observations of the source and obtain estimates for the point source fluxes and SZ emission. The details of this code are described in the next section.

#### 6.1.1 Modelling and Parameter Estimation

As with the map-making pipeline, the modelling and parameter estimation was organised into a set of individual routines which were called from an overall program ('top level'). The top level of the program produced a range of values for each of the parameters that defined the model. These parameters were stepped through individually and passed to a dedicated procedure (referred to here as
cluster_model_mod) to produce simulated observations. These simulations were then compared to the data map and the degree of matching between the two evaluated using a simple chi-squared statistic.

The parameter set that best fitted the data map was then passed to another module (referred to as Fisher_matrix_mod) to determine the errors on the values.

Although in essence a simple procedure, this process involved several iterations to refine the positional information and the values of the parameters. The basic structure of the cluster model generation code is outlined below.

### 6.1.2 Model Code

The module simulation code first generates an image that represents the area of sky over which the observations are taking place. Because the telescope chops by 90°, the size of the simulated image had to be substantially larger than the final map. The array was also constructed on a finer angular resolution than that of the BOLOCAM beam (≈ 30°), and later convolved with the telescope beam to reproduce this resolution. The resolution of the map was originally chosen to be 3°, although this was later reduced further to 1° to include errors from the pointing in the results.

The next step was for the map to be filled with simulated signal from the cluster SZ emission. It is common to assume that the SZ signal follows the distribution of a King model [115], defined by:

\[
D(\theta) = \left(1 + \frac{\theta^2}{\theta_c^2}\right)^{-\frac{3}{2} + \frac{2}{3}}
\]  

(6.1)
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where $\theta$ is the angular displacement from the centre of the cluster, and the shape of the distribution is determined by two free parameters: $\theta_c$ and $\beta$ (hereafter referred to as the ‘profile parameters’).

The change in the specific intensity of the CMB as a result of the SZ effect (equivalently: ‘the SZ signal’, $I_{SZ}(\theta)$) was then given by:

$$I_{SZ}(\theta) = y_0 I_0 g(x) D(\theta)$$  \hspace{1cm} (6.2)

where $I_0$, and $g(x)$ were defined in Chapter 2: ‘The Sunyaev Zel’dovich Effect - theory and observation’, and $y_0$ is the value of the Compton parameter in the centre of the cluster.

The temperature of the electron gas in Abell 1835 is believed to be high enough that relativistic corrections to the thermal effect have to be accounted for. Although the general aim of the simulation code was only to extract the flux due to cluster emission, these corrections were, nevertheless, included in the simulation. These are generally expressed in terms of the variable $\theta_e$:

$$\theta_e = \frac{k_B T_e}{m_e c^2}$$  \hspace{1cm} (6.3)

Following [105], the form of $g(x)$ in (6.2) is modified to become:

$$g(x) = g_0(x) + \frac{x^4 \exp(x)}{(\exp(x) - 1)^2} \left( \theta_e Y_1 + \theta_e^2 Y_2 + \theta_e^3 Y_3 + \theta_e^4 Y_4 \right)$$  \hspace{1cm} (6.4)

where $g_0$ is the non-relativistic form of $g(x)$ derived using the Kompaneets ap-
proximation and the values for $Y_1$, $Y_2$, $Y_3$ and $Y_4$ are corrections to this expression, defined previously (see 'Chapter 2: The Sunyaev Zel’dovich effect - theory and observation').

It is common to assume in SZ analysis that the electron gas in a cluster is isothermal. The value for $T_e$ chosen for the analysis was based upon a range of literature sources. Measurements of the electron temperature are most commonly based on X-ray data. Since X-ray observations generally have a better resolution than sub-mm observations however, the models used to describe the temperature profile of a cluster can be more complicated.

In some cases this was not a problem. [109], for example, find that a two-component thermal plasma model comprising one component at 1.8 keV and another at 8 keV fits their temperature profile well. The 1.8 keV component would not produce a substantial relativistic correction to the SZ effect, and only the 8 keV model needed to be considered.

On the other hand, some independent groups use two-component models to fit the profiles which have very similar temperatures. In these cases, the temperatures of the components were averaged. Finally, if different results for the X-ray derived temperatures are reported for the centre of the cluster and for regions further out and depending on the characteristic size of the cluster core in these models, it was possible to consider only the results from the outer regions. Once again, this is due to the difference in resolution between the X-ray and sub-mm measurements: the 1.1 mm measurements would not be able to observe detailed variations in the centre of the cluster.

---

1The equation given here is different to that in [105] since their definition of the Compton parameter differs slightly from the one given here by a factor of $\theta_e$. Once this has been accounted for, the expressions are equivalent.
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<table>
<thead>
<tr>
<th>Reference</th>
<th>$T_e$ value (keV)</th>
<th>Notes</th>
</tr>
</thead>
<tbody>
<tr>
<td>112</td>
<td>7.95 ± 0.61</td>
<td>Averaged value</td>
</tr>
<tr>
<td>109</td>
<td>7.6±0.8</td>
<td>Outer region of cluster</td>
</tr>
<tr>
<td>109</td>
<td>8.0</td>
<td>Two component model</td>
</tr>
<tr>
<td>160</td>
<td>8.2</td>
<td></td>
</tr>
<tr>
<td>177</td>
<td>8.7 ± 0.6</td>
<td></td>
</tr>
<tr>
<td>131</td>
<td>7.6 ± 0.4</td>
<td></td>
</tr>
<tr>
<td>223</td>
<td>8.5±1.5</td>
<td>Multiphase model</td>
</tr>
<tr>
<td>223</td>
<td>8.2 ± 0.5</td>
<td>Isothermal model</td>
</tr>
<tr>
<td>142</td>
<td>8.2 ± 0.5</td>
<td></td>
</tr>
</tbody>
</table>

Table 6.1: Literature results for the electron gas temperature of Abell 1835.

A summary of the literature values for $T_e$ used in this work is given in Table 6.1. The results that were reported with associated errors were then averaged to give a mean value of $T_e = 8.3^{+1.0}_{-0.6}$ keV, which was subsequently adopted as the standard value of $T_e$ for the subsequent analysis.\(^2\)

In the next stage of the analysis code, Cluster_model_mod converts the intensity values to flux values and scales them to units of Jy by multiplying by a factor of $\Delta \Omega_{\text{pixel}}/10^{-26}$, where $\Delta \Omega_{\text{pixel}}$ represents the solid angle of the pixels in the map.

Once the signal from the SZ has been generated, the point sources were added. The central pixel in the map was defined to be at the same R.A. and decl. as the centre of the X-ray emission from Abell 1835, obtained from the literature. This was initially taken to be R.A.: 14 hrs 01 min 00.8 s; decl.: 2° 52' 45.6'' (from [160]). The R.A. and decl. values of the other pixels were calculated relative to this position and stored. The locations of the point sources had been stored and could then be compared to the R.A. and decl. maps. The pixels whose R.A. and decl. values matched those of the point sources the closest were then attributed single values of flux, $F_0$ and $F_1$, whose values were defined in the top level of the analysis.

\(^2\)Only those values with reported errors were included in the calculation.
Next, the map was convolved with a Gaussian kernel with FWHM 31.5" to reproduce the resolution of the data maps and passed through a procedure which used the data from the observations to reproduce the telescope's chopping and nodding. For each position on the sky - as stored in the observation files - the equivalent location was found in the simulated map using the R.A. and decl. arrays. The signal in this pixel was compared to the signal from the regions of sky 90" in az from it. This section of the code was particularly cumbersome and was the longest part of cluster_model_mod to run.

The model map was then re-binned to the same pixel-size as the data maps and cropped to include only those regions of sky that were actually being studied. Once this was done, the model map was in an appropriate state for it to be compared to the data map.

The chi-squared statistic, $\chi^2$, is defined as:

$$\chi^2 = \sum_i \frac{(S_{\text{model},i} - S_{\text{data},i})^2}{\sigma_{\text{data},i}}$$

(6.5)

where $S_{\text{model},i}$ and $S_{\text{data},i}$ are the fluxes of the $i$'th pixel in the model and data maps, respectively, and $\sigma_{\text{data},i}$ is the noise in the $i$'th pixel in the data map. $\sigma_{\text{data},i}$ was calculated by taking the error from the data maps and weighting these values by a factor $1/\sqrt{\text{cov}_i}$, where $\text{cov}_i$ is the coverage of the $i$'th pixel of the data map.

Values for the five parameters $y_0, F_0, F_1, \theta, \beta$ were then passed into cluster_model_mod from the top level of the program, and the corresponding $\chi^2$ for each set of parameters stored.
Values of the profile parameters, $\theta_c$ and $\beta$, in SZ observations are generally chosen from X-ray measurements, since SZ measurements have traditionally not been of sufficient resolution to constrain them accurately. Literature values for the profile parameters can, however, vary by appreciable amounts. Furthermore, there is reason to suspect that the profile parameters used in X-ray observations may not be exactly representative of SZ profiles. The X-ray emissivity of cluster gas depends approximately upon the square root of the electron temperature and the square of the electron density [23]. A simple comparison of the equations describing the SZ and X-ray emission leads to the conclusion that, while the SZ emission depends upon the line of sight integral of $n_eT_e$, X-ray emission depends upon the equivalent integral of $n_e^2T_e^{1/2}$. Unless there is a very specific correlation between the temperature and density profiles in a cluster, therefore, this implies that the SZ and X-ray distributions should be different.

Computer simulations of SZ and X-ray emission from galaxy clusters have also suggested that there may be significant discrepancy between X-ray and SZ cluster profiles. [86] find that using X-ray cluster profiles in SZ analysis could lead to errors in the measurement of $\gamma_0$ on the level of 10%.

Unfortunately, however, SZ experiments generally do not have the resolution to confidently constrain cluster profiles, which is why X-ray profiles, in general, continue to be assumed. It was decided in this project to use a range of different sets of profile parameter values. One of the most recent observations of Abell 1835 reported in the literature were made by La Roque et al. [125], using the Chandra X-ray observatory and OVRO/BIMA interferometer. They report three sets of values for $\theta$ and $\beta$ obtained using different combinations of their X-ray and SZ data:
i) Using a double-beta non-isothermal model, in which the 3-D electron density profile, \( n_e(r) \) is defined by:

\[
  n_e(r) = n_{e0} \left[ f \left( 1 + \frac{r^2}{r_{c1}^2} \right)^{-3\beta/2} + (1 - f) \left( 1 + \frac{r^2}{r_{c2}^2} \right)^{-3\beta/2} \right]
\]

(6.6)

where the shape of the profile are fitted using the variables \( n_{e0}, f, r_{c1} \) and \( r_{c2} \).

This form of distribution is designed to better fit cluster X-ray data, which often demonstrates strongly-peaked central emission.

ii) Using a single beta-model of the same form as (6.1), fit to a combination of a restricted set of the X-ray data, which excludes emission from the central 100 kpc of the cluster, and all of the SZ data. All of the SZ data was used for this fit since SZ emission is less sensitive to the electron density, so is not affected significantly by the presence of cool-cores in clusters (which cannot accurately be included in the simple beta model), whereas the X-ray data is more sensitive to high levels of cluster-core emission and so was restricted to exclude emission from the central \( \sim 100 \) kpc region.

iii) Fitting only the SZ data, with the value of \( \beta \) fixed at 0.7. [125] find that their results for the measurements of \( y_0 \) and flux do not vary significantly between \( \beta \sim 0.6 \) and \( \beta \sim 0.8 \).

The double-beta isothermal model is, as mentioned above, specifically a distribution chosen to fit the X-ray data from cool-core galaxy clusters; SZ data is less sensitive to the detailed physical state of the gas in a galaxy cluster. The values for the double-beta isothermal model were, therefore, not used for this analysis. The values of \( \theta_c \) and \( \beta \) based upon the other two models were, for the combined
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fit to SZ and restricted X-ray data: $\theta_c = 33.6''$, $\beta = 0.69$; and for the fit to the
SZ-only data: $\theta_c = 50.1''$, $\beta = 0.69$. It was decided to investigate the parameters
that minimized $\chi^2$ for various combinations of these values of $\theta$ and $\beta$, as well as to
attempt a ‘total fit’ of all five parameters. This, therefore, constituted six distinct
scenarios:

a) $\theta = 33.6''$, $\beta = 0.69$; $y_0$, $F_1$ and $F_2$ allowed to vary; b) $\theta = 50.1''$, $\beta = 0.69$;
y_0, $F_1$ and $F_2$ allowed to vary; c) $\beta = 0.69$; $y_0$, $F_1$, $F_2$ and $\theta$ allowed to vary; d)
$\theta = 33.6''$; $y_0$, $F_1$, $F_2$ and $\beta$ allowed to vary; e) $\beta = 50.1''$; $y_0$, $F_1$, $F_2$ and $\beta$ allowed
to vary, and f) all parameters allowed to vary.

When the initial models were made, it was discovered that the pointing was
still not entirely correct, and that small offsets still remained between the maps and
the archive cluster position. These offsets were corrected for in two ways. First,
a ‘pixel-scale’ shift was implemented into cluster_model_mod.pro. This shift was
based upon forming a ‘reasonable’ model of the cluster, then matching it to the
data by offsetting it by an integer number of pixels in both spatial dimensions and
forming a $\chi^2$ between the two maps. The value for this offset remained constant
for different models (i.e. different values for the fluxes, Compton parameter and
profile parameters) and so could be fixed within the routine.

A finer pointing correction was achieved by varying the position of the centre
of the cluster in the model map on the arcsecond scale (i.e. in the over-resolved
model map generated before the model was convolved and compared to the data
map). The offsets obtained with these small corrections were mostly the same for
different models, but there were exceptions, and the small offsets were, therefore,
determined individually for each set of parameters once the best fit model had
been obtained.
6.1.3 Identifying Minima in the $\chi^2$ Distribution

The process for identifying and refining a minimum in the $\chi^2$ value involved an iterative method similar in concept to the Newton-Raphson technique for identifying minima. The initial step involved choosing a 'mesh' of reasonably-spaced values for each parameter, then allowing the routine described above to calculate $\chi^2$ values for every combination of parameters in this set.

The definition of 'reasonably-spaced' in this context was not precise. The aim was to find a global rather than local minimum in the $\chi^2$ values. A mesh of values in which the parameters were close together risked missing a global minimum located outside the limits of this mesh, whereas if the values were too widely separated, there was the possibility that a minimum could be located below the 'resolution' of the search, and missed as a result.

Clearly, in order to improve the chances of getting an accurate minimum, as many values as possible had to be sampled for each parameter. The time to run the analysis program, $T$, was, however, slow and scaled according to:

$$T(p_1, p_2, ..., p_N) = t_{run} \cdot n^N$$

where $t_{run}$ is the time for an individual run of the analysis program, $n$ is the number of values sampled for each parameter, $N$ is the total number of parameters, and $p_i$ represents the array of values for parameter $p_i$.

With up to five parameters being varied, $n^N$ could become large. The analysis took approximately 135 s to compute the $\chi^2$ value for a single model, meaning that it was difficult to sample a reasonable number of points as $N$ increased. The run
times for 3, 4 and 5 parameter fits using $N=3$ and $N=5$ are shown in Table 6.2. The length of time it took to run the analysis was primarily because the code needed to chop the cluster model in the same way as the data was taken (as discussed above).

For the cases in which 3 or 4 values for each parameter were being sampled ($N=3$ or 4), smaller initial step sizes could be sampled. These steps were typically $\sim 0.4 - 0.5$ mJy for $F_1$ and $F_2$, and $\sim 0.2 - 0.4 \times 10^{-4}$ for $y_0$. The step size for $\theta$ and $\beta$ in the different runs were more variable, since the range of values being tested was also larger. The step size would often be modified between different runs of the analysis routine to reflect how quickly the $\chi^2$ appeared to be converging (see below). The process was, therefore, a dynamic one.

Once the mesh of values for a given set of models had been searched, the $\chi^2$ values were examined to identify a minimum. The process would then be repeated with a refined set of model parameters based upon the results of the previous run.

Initially, this process of refinement was achieved by reducing the limits of the search by ‘zooming in’ on the location of the minimum. Once an approximate location for a minimum was found, this method was in principal reasonably efficient at refining its position, since the step size could be halved during each search, reducing the parameter-space volume of the search quickly. In order for it to be useful, however, the location of the minimum had to be known with reasonable accuracy, and the size of the initial mesh had to be large enough that the minimum

<table>
<thead>
<tr>
<th>$N$</th>
<th>$n=3$</th>
<th>$n=4$</th>
<th>$n=5$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$N=3$</td>
<td>1.01 hrs</td>
<td>3.04 hrs</td>
<td>9.11 hrs</td>
</tr>
<tr>
<td>$N=4$</td>
<td>4.69 hrs</td>
<td>23.44 hrs</td>
<td>4.88 days</td>
</tr>
</tbody>
</table>

Table 6.2: Running times for different models. $n$ represents the number of parameters in the model, while $N$ represents the number of values being sampled for each parameter.
would not end up being located on the edge of the parameter space being studied (or else the search would have to be repeated, without any reduction in the mesh spacing). In general, this required $N > 3$. As the location of the minimum became apparent, however, subsequent runs could be modified to use $N = 3$, reducing the processing time required to identify the minimum.

The efficiency of this method was not, however, guaranteed. A faster procedure was to assume that an individual slice through the chi-squared surface (following the variation in a single parameter) was smooth and approximately quadratic. The surface could then be fit, and the minimum value for the parameter along which the slice was being taken could be quickly located. This method could be repeated for all the parameters, and the analysis code run again (centred on the new cluster model) with a reduced step size for each of the parameters. The effectiveness of this method clearly relied on the assumption that the $\chi^2$ surface could be approximated as a quadratic. As the step size around the minimum reduced, however, the quadratic assumption was expected to become increasingly accurate.

Initially, runs with $N > 3$ were still desirable in order to get a reasonably resolved curve to fit (for each parameter). Although this implies no improvement in efficiency in processing time, it was found that the method was useful for refining the position of the minimum even if it was located outside the parameter space explored in the initial search.

As the accuracy of the quadratic assumption improved, it became possible to examine the first derivatives of the $\chi^2$ values instead of the $\chi^2$ values themselves. Under the quadratic assumption the first derivative of the $\chi^2$ curve for a single parameter is linear, which could, in general, be fit well, even for $N = 3$. This
Figure 6.3: Set of $\chi^2$ values for a three-parameter model ($\theta_c = 50.1''$, $\beta = 0.69$). The values represent the goodness of fit obtained by varying the flux of one of the point sources in the field, while keeping the other model parameters (flux of the second point source and $y_0$) constant.

represented a substantial increase in the efficiency of the search.

The derivatives of the $\chi^2$ values were obtained using a simple finite-difference scheme. For a representative set of $\chi^2$ values (see, e.g. Fig. 6.3), the derivatives were calculated according to:

\[
d = (d_1, d_2, d_3)
\]
\[
d_1 = \Psi^2(1) - \Psi^2(0)
\]
\[
d_2 = 0.5 \left( \Psi^2(2) - \Psi^2(0) \right)
\]
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\[ d3 = \Psi^2(2) - \Psi^2(1) \]  

(6.8)

where \( \mathbf{d} \) represents the array of values for the derivatives, and \( \Psi^2 \) the array of values for the \( \chi^2 \).

A new estimate for the minimum value of the parameter being examined could then be calculated simply by using:

\[ p_{\text{new}} = p_{\text{old}} + \Delta p \left( 0.5 - \frac{d(0)}{d(2) - d(0)} \right) \]  

(6.9)

where \( p_{\text{new}} \) and \( p_{\text{old}} \) represent the old and new values of the parameter, and \( \Delta p \) is the step size being used for the analysis.

Where the linear trend was not exact, (6.9) was modified to:

\[ p_{\text{new}} = p_{\text{old}} + \Delta p \left[ 0.5 - 0.5 \left( \frac{c}{m} \right) \right] \]  

(6.10)

where \( c \) and \( m \) are found by solving the simultaneous equations:

\[ 0 = -2 \sum_i i d(i) + 2c \sum_i i + 2m \sum_i i^2 \]
\[ 0 = -2 \sum_i d(i) + 2m \sum_i i + \sum_i 2c \]  

(6.11)
These equations were derived by calculating the least-squared values of $m$ and $c$ that provided the best linear fit ($d_{fit}(i)$) to the derivative values:

$$d_{fit}(i) = m\ i + c$$

(6.12)

New values of $m$ and $c$ were then obtained by minimizing the difference, $\Delta = d - d_{fit}$:

$$\begin{align*}
\frac{\partial \Delta}{\partial m} &= 0 \\
\frac{\partial \Delta}{\partial c} &= 0 \\
\end{align*}$$

(6.13)

Despite this process being reasonably efficient, the parameter space remained large. The specific value of a parameter that minimized the $\chi^2$ was deemed to have been found once its $\chi^2$ derivatives met the conditions:

$$\begin{align*}
\frac{|d1|}{d1} &= -\frac{|d3|}{d3} \\
|d1| &= |d3| \\
d2 &= 0 \\
\end{align*}$$

(6.14)

where the values for $|d1|$ and $|d3|$ were ideally at least an order of magnitude
greater than $|d2|$. 

The degree to which these conditions could be met, however, depended upon the time for processing and the validity of the underlying assumptions. At low values of $\theta$ or high values of $\beta$, for example, the $\chi^2$ surface could become quite asymmetric. In this case, the step size had to be reduced in order to satisfy (6.14), but this required the minimum value for $\theta$ or $\beta$ had to be known to a greater precision, which often meant that additional parameter-space searches had to be made. Inevitably, there was some level of compromise between the level of precision desired and the total time taken for an estimate of the parameters being investigated to be attained. In practice, the value for a given parameter was chosen once the conditions $\left|\frac{d1}{d1}\right| = -\left|\frac{d2}{d2}\right|$; $|d1| \sim |d3| \gg |d2|$, and $|d2| \sim 0$ were met.

6.1.4 Error Fitting

Once the set of parameters that produced the minimum $\chi^2$ had been determined, it was possible to calculate the errors on their values by determining the associated Fisher matrix.

The Fisher matrix is useful for estimating errors in a model that contains several parameters. In general, the minimum variance, $V_{\text{min}}[a]$ of a statistical population, $P$, that varies in some dimension, $x$, the values of which are dependent upon a single parameter, $a$, can be determined using the Fisher (or Crámer-Rao) inequality:

$$V[a] = \left(1 + \frac{\partial b}{\partial a}\right)^2 / E \left(-\frac{\partial^2 \ln P}{\partial a^2}\right)$$

(6.15)
where $b$ is the bias in the estimate of $a$ [181]. The derivation of the Fisher inequality can be extended to the case where $P$ depends on a number of parameters, $a = a_0, a_1 \ldots a_m$. The variance is replaced by a covariance matrix, $V_{i,j}$, which is given by:

$$V_{i,j} = E \left( \frac{\partial^2 \ln P}{\partial a_i \partial a_j} \right)^{-1} = F_{i,j}^{-1} \quad (6.16)$$

where $F_{i,j}$ is referred to as the Fisher matrix.

In the ideal case, the errors in the values of the parameters $a$ are given by the square root of the leading diagonal elements of $V_{i,j}$:

$$\delta a_i = \sqrt{V_{i,i}} \quad (6.17)$$

Assuming the errors on the parameter estimates to be Gaussian distributed, the Fisher Matrix is given by:

$$F_{ij} = \frac{1}{2} \left( \frac{\partial^2 \chi^2}{\partial p_i \partial p_j} \right)_{p_{min}} \quad (6.18)$$

where the derivatives are evaluated for the set of parameters, $p_{min}$, that minimize the $\chi^2$. The covariance matrix of this set of parameters is then the inverse of the Fisher Matrix, and the standard errors on each parameter are simply found by taking the square root of the elements along the lead diagonal of this matrix, i.e.: 
\[ \sigma_i = \sqrt{F_{ii}^{-1}} \] (6.19)

The matrix of second derivatives of \( \chi^2 \) in 6.18 were evaluated again using a finite-element technique, written again in an IDL module. For a given set of parameter values, centred on some \( p_{\text{min}} \), the first derivatives with respect to \( p_i \) were calculated at every point in the array of \( \chi^2 \) values in the same way as described in (6.8). The second derivatives were then calculated by subtracting values for the first derivative with respect to parameter \( p_i \) in the direction of \( p_j \) and stored.

As discussed above, it had already been found that, once rough minimum values for the free parameters were determined, it was necessary to make even smaller pointing corrections in order to obtain the most accurate values. These were obtained by comparing values of \( \chi^2 \) obtained by shifting the model map by 1" steps before convolving.

These shifts were also important in order to incorporate the errors in the pointing into the calculation of the errors of the fitted parameters. This was done by assimilating the pointing into the calculation of the Fisher Matrix. i.e. when calculating the grid of \( \chi^2 \) values from which the Fisher Matrix was formed, values of the pointing offsets were also varied on arcsec scales and the procedure outlined above repeated.

Clearly, with five variables now being altered, the processing time increased once again, but in general the positional offsets were varied for a given set of parameters (usually the parameter set that had produced the original minimum in the \( \chi^2 \)), then their values were fixed and the other parameters allowed to vary once more. This speeded up the time for processing. The positional offsets also
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appeared to be reasonably robust to variation in the other parameters, justifying this split in the fitting procedure. Once this iterative process produced a reasonable set of $\chi^2$ parameters (see below), a single grid was formed with all five variables being varied, from which the Fisher Matrix could be calculated.

In this chapter, we have discussed the modelling of the cluster maps, and the methods chosen to obtain estimates for the parameters of these models that best fit the observation. In the next chapter we will discuss the results of this analysis, and further sources of error in the values of $y_0$ and flux obtained.
CHAPTER 6. SZ FITTING: ANALYSIS CODE
Chapter 7

Parameter fit results and errors

The results of the parameter estimation for Abell 1835 are given in Table 7.1. The set of parameters with the best value for the goodness of fit (minimum value of $\chi^2$) were those obtained by fixing $\theta_c = 50.1''$. The best fit values of the central Compton parameter and point source fluxes in this model were found to be: $y_0 = (4.19 \pm 0.48) \times 10^{-4}$; 7.17$\pm$1.84 mJy (SMM J140104+0252), and 12.18$\pm$1.77 mJy (SMM J14009+0252). These values were reasonable, and consistent with other published measurements.

The value of $\beta$ obtained in this fit (1.6 $\pm$ 0.2) was, however, significantly different to typical published results. The next stage of the analysis was to involve combining the results obtained here with other published measurements of $y_0$ for Abell 1835 in order to produce a plot of the spectral form of the SZ signal from the cluster. A comparison of these results clearly required that the profile parameters for the experiments to be the same, since best fit estimates of the fluxes and $y_0$ will depend upon their values. If the physical model parameters were different, therefore, the comparison would not be 'like-for-like'. The process of converting
<table>
<thead>
<tr>
<th>$\beta_{\text{model}}$</th>
<th>0.69</th>
<th>0.69</th>
<th>0.69</th>
<th>−</th>
<th>−</th>
</tr>
</thead>
<tbody>
<tr>
<td>$(\theta_c)_{\text{model}}$ (&quot;)</td>
<td>33.6</td>
<td>50.1</td>
<td>33.6</td>
<td>50.1</td>
<td>−</td>
</tr>
<tr>
<td>$\mathcal{F}_1$ (mJy)</td>
<td>6.48±2.00</td>
<td>6.22±2.08</td>
<td>7.16±1.88</td>
<td>7.09±1.89</td>
<td>7.17±1.84</td>
</tr>
<tr>
<td>$\mathcal{F}_2$ (mJy)</td>
<td>11.32±1.92</td>
<td>10.90±1.98</td>
<td>11.98±1.79</td>
<td>12.38±1.82</td>
<td>12.18±1.77</td>
</tr>
<tr>
<td>$y_0 \times 10^{-4}$</td>
<td>(4.68±0.48)</td>
<td>(4.43±0.49)</td>
<td>(6.52±0.64)</td>
<td>(4.85±0.47)</td>
<td>(4.19±0.40)</td>
</tr>
<tr>
<td>$\beta$</td>
<td>0.69</td>
<td>0.69</td>
<td>0.69</td>
<td>1.20±0.2</td>
<td>1.60±0.2</td>
</tr>
<tr>
<td>$\theta_c$ (&quot;)</td>
<td>33.6</td>
<td>50.1</td>
<td>14.7±2.4</td>
<td>33.6</td>
<td>50.1</td>
</tr>
<tr>
<td>R.A. offset (&quot;)</td>
<td>1.8</td>
<td>1.9</td>
<td>2.1</td>
<td>2.1</td>
<td>2.0</td>
</tr>
<tr>
<td>Decl. offset (&quot;)</td>
<td>3.6</td>
<td>3.9</td>
<td>2.6</td>
<td>2.8</td>
<td>2.5</td>
</tr>
<tr>
<td>$\chi^2$</td>
<td>3066</td>
<td>3079</td>
<td>3058</td>
<td>3056</td>
<td>3054</td>
</tr>
</tbody>
</table>

Table 7.1: Parameter estimates (1 mm Bolocam observations) and $\chi^2$ values. $\mathcal{F}_1$ and $\mathcal{F}_2$ represent the fluxes for SMM J140104+0252 and SMM J14009+0252, respectively. Number of degrees of freedom = 3013.

results from one set of profile parameters to their equivalent values for another set of parameters is discussed further in Chapter 8: 'Multifrequency data: SZ fits and point source analysis'. It was decided, however, that the conversion would be most reliable if the profile parameters for the data points in the fit were as similar as possible. In practice, this meant choosing either the $\beta = 0.69, \theta_c = 33.6"$ results or the $\beta = 0.69, \theta_c = 50.1"$ results. Of these, the fit with the lowest $\chi^2$ value was the combination $\beta = 0.69, \theta_c = 33.6"$. It was decided, therefore, that this set of results - $y_0 = (4.68±0.48) \times 10^{-4}$, $\mathcal{F}_1 = 6.48±2.00$ mJy and $\mathcal{F}_2 = 11.32±1.92$ mJy - would be used for the spectral fitting.

### 7.1 Efficacy of fit.

While the $\chi^2$ parameter provided a quantifiable measure of how reliable a fit is to the data it represents, further checks were prudent. In particular, it is important for estimating the values of flux and the associated errors that the signal from different pixels be independent. Since the scan strategy employs chopping, and the only cleaning of the data is performed with an average subtraction, however,
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Figure 7.1: Map of residuals, formed by taking the difference between the convolved model and data S/N maps. If the model were a poor representation of the data, one would expect to see residual signal from the cluster location or the point sources. Instead, even after convolving, the science sources appear to have been accounted for well, and there is no evidence for additional sources in the field.

Nevertheless, checks were made to ensure this was a reasonable assumption. One simple check was to subtract the simulated cluster S/N map, based upon the fitted model, from the data S/N map. The resulting S/N 'difference map' was then convolved once more with the telescope beam to exaggerate any correlated structure/ sources in it. The resulting map is given in Fig. 7.1. A rough examination of Fig. 7.1 suggested that there was no discernible residual signal from the point sources or cluster, implying that the fit was good. Furthermore, there did not appear to be any other strong point source candidates in the field that had not been included in the fit. There is a point source-like object located just below the centre of the map, but a search for sources in point source catalogues produce no
Figure 7.2: Signal to noise histogram of the residual map obtained by subtracting the best fit model from the data, plotted on logarithmic scales. The Gaussian best fit to the histogram (the solid line in the log plot) has $\sigma = 1.01$

matches, and it was concluded that the object was most likely to be an artifact of the noise, rather than a real source.

A more rigorous version of this testing is to examine the histogram of flux values for the (unconvolved) S/N difference map. The values were binned in 0.2 S/N intervals, centred on 0.0. The distribution of residual S/N was found to be approximately gaussian with a FWHM of 1.01, consistent with the residual signal in the maps being dominated by noise. An additional check was to plot the histogram on logarithmic axes and examine how accurate the fit was in the wings of the S/N distribution. Any excess of high S/N features would be obvious as a discrepancy between the fit and the data. The log-residual plot is given in Fig. 7.2, and demonstrates that the fit is reasonable, even at the high (or low) S/N ends of the histogram. It was concluded, therefore, that there were unlikely to be other point sources in the field.
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Figure 7.3: Jacknife maps for Abell 1835 data. The maps show no obvious structure, even when convolved with the telescope beam, and appear consistent with containing only noise.

A final test of the efficacy of the fit was to form a jacknife map of the data. Jacknife maps were produced by randomly changing the sign of half the data in the individual science maps, then stacking the maps in the same way as for the original science maps. The result of this, if there is no correlated signal in the map, should be noise with a mean value of 0.0. The jacknife map for the Abell 1835 data is given in Fig. 7.3, and a histogram of the jacknife flux in Fig. 7.4. It is clear that the map does not contain any correlated signal, confirming that the signal from individual pixels in the data map are uncorrelated to a good degree of accuracy.

7.2 Treatment of errors.

The errors in $y_0$, $F_1$ and $F_2$ quoted in Table 7.1 are those derived using the Fisher matrix method, outlined in Chapter 6: ‘SZ Fitting: Analysis Code’. They include, therefore, errors in the pointing as well as errors due to variation in the other model parameters. Errors in the values of $\beta$ and $\theta_c$ were, however, calculated differently,
Figure 7.4: logarithmic histogram of the jackknife data, which was found to be fit well with a gaussian of mean -0.02 and standard deviation 1.06 (the solid line in the plot), supporting the conclusion that the model is an accurate representation of the Bolocam data.

by examining likelihood plots.

The likelihood plots were based upon the grids of $\chi^2$ values obtained during the fitting. The normalised likelihood, $\mathcal{L}$ is given by:

$$\mathcal{L} = \exp \left(-\frac{1}{2}\delta\chi^2\right)$$

(7.1)

where the $\delta\chi^2$ is simply the difference between the $\chi^2$ values in the grid and the minimum value of the $\chi^2$: $\delta\chi^2 = \chi^2 - \chi^2_{\text{min}}$. The likelihood for a specific set of parameters represents the probability that those values are the real parameter values, given the set of observations. The locus of points at which the value of the likelihood drops to 68%, therefore, defines the the $1\sigma$ set, and the maximum displacement of this set in a specific parameter 'direction' defines the error in that
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The error in the value of the central Compton parameter had to be modified to include other systematic effects that were present in the observations. The principal effects included:

- Calibration errors
- Kinematic effect
- Uncertainties in the physical model for the galaxy cluster
- Contamination from the CMB
- Confusion due to unresolved galaxy foregrounds
- Dust emission from individual galaxies in Abell 1835

Some of these effects were relatively easy to quantize, while others required more work. The evaluation of each of these effects is described below.

7.2.1 Calibration errors

The calibration of the data was discussed in Chapter 5: 'Pipeline Development II: Pointing and Calibration'. Fig. 5.9 demonstrates that the pointing and calibration sources observed during the Jan 2006 run correlate reasonably well with the May 2004 calibration curve, but that there is also a reasonable level of scatter in the results. An estimate of the error due to calibration, \( \Delta c \), was obtained, therefore, by calculating the noise-weighted dispersion of the sources about the May 2004 curve:
where the summation is over all datapoints in the calibration curve. $F_i$ is the magnitude of the difference between data point $i$ and the calibration curve, expressed as a fraction of the calibration curve value:

$$F_i = |d_i - C_i|$$

(with $d_i$ and $C_i$ the $i$th data point and corresponding value for the May 2004 curve, respectively, and $\sigma_i$ is the error on the $i$th data point.)

This gave an error of 10.6% in the flux measurements due to the calibration uncertainty. This had to be added to the error in the May 2004 curve, which was due mainly to uncertainties in the model used to generate Mars' flux in the standard Bolocam pipeline. This error was estimated at 5% [77]. When combined, therefore, the overall error due to calibration uncertainty was found to be 11.7%.

### 7.2.2 Kinematic effect

The kinematic SZ effect was discussed in detail in Chapter 2: 'The Sunyaev Zel'dovich effect - theory and observation', and is due to the bulk motion of a cluster. The general form of the kinematic SZ can be expressed as:
Apart from at frequencies close to the null of the SZ spectrum, $\nu \sim 217\text{GHz}$, the kinematic effect is an order of magnitude smaller than the thermal effect. It is expected, based upon simulations of large-scale structure in a $\Lambda$CDM cosmology, that galaxy clusters should have an rms peculiar velocity of around 300 km/s. This leads to a kinematic effect that is of order 1 - 10% the thermal emission. [137] obtain a somewhat higher estimate of the velocity of Abell 1835 of $\sim 500$ km/s. Using this as a worse-case scenario, the kinematic emission for a cluster moving with this velocity at 273 GHz results in emission that is approximately 9% of the thermal effect.

### 7.2.3 Physical model uncertainties

The King model used in the modelling of the cluster assumes that the cluster has a spherically-symmetric density distribution and is isothermal. These assumptions are based on the idea that the cluster is dynamically relaxed and exists in a state of hydrostatic equilibrium. In reality, of course, neither of these assumptions are guaranteed to be correct, and it is possible that errors in the measurements of the Compton parameter could arise as a result. At the resolution of millimetre and sub-mm observations, however, the resolution is low enough that the spherically-symmetric approximation is reasonable. A similar conclusion can be drawn over the isothermal assumption.

At X-ray wavelengths the emission is more sensitive to variations in the density of gas than the SZ effect. This becomes more acute in the centre of clusters,
where more detailed physical processes are expected to be taking place in the gas. 'Clumping' of gas, for example, can be an important source of error in such observations. In general, however, because the form of the SZ effect has a relatively weak dependence upon the density distribution of the electrons in the cluster, it is not affected significantly by the detailed physics in the centre of the clusters. Similarly, although (as mentioned in Chapter 1: 'Introduction') sub-structure in the hot intra-cluster gas is observed in X-rays, this is unlikely to affect SZ measurements substantially. In particular it has been found that the pressure inside cavities is not significantly different to that outside them [29]. Since the SZ effect is also effectively a measure of the integrated pressure through the cluster gas the presence of cavities is unlikely, therefore, to affect the SZ signal. The low resolution of millimetre and sub-mm observations, once more, also reduces the impact of clumping and other forms of sub-structure on estimates of $y_0$. Nevertheless, there is likely to be some level of uncertainty in the measured cluster emission as a result of uncertainty in the physical model. The uncertainty in the value of $y_0$ due to clumping and departures of the cluster gas from the spherically-symmetric isothermal model were estimated at $\sim 2\%$.

The values of $\beta$ and $\theta_c$ reported by [125] have associated measurement errors of $\pm 0.01$ and $\pm 1.0''$, respectively. As with the error in $T_e$, these errors were incorporated into the analysis code, the other parameters fixed, and the minimisation repeated to calculate new values of $y_0$, which were then compared to the value determined in the original fit. The effect was, however, found to be small - on the level of $0.6\%$. As has already been noted (see Chapter 6: 'SZ Fitting: Analysis Code'), values of the King model parameters vary considerably in the literature. If these values are treated more generally as an additional error on $\beta$ and $\theta_c$, the effect of the uncertainty in the King model parameters on the value of $y_0$ is, clearly, likely
to be significantly larger. If information on the whole range of values reported in the literature had been included in the analysis, however, the values of $\beta$ and $\theta_c$ themselves should have been representative of this distribution. As has already been outlined, this was not the approach chosen for the analysis and, as a result, it was not appropriate to include this kind of further information in the estimate of error in $\eta_0$.

Finally, uncertainty in the value of the electron temperature, $T_e$, was also expected to have an effect upon the observations. The relativistic corrections to the thermal SZ described in Chapter 6: ‘SZ fitting: Analysis Code’ depend on the value of the variable:

$$\theta_e = \frac{k_b T_e}{m c^2}$$

which, in turn, depends on $T_e$. The value of $T_e$ used in the analysis was $8.3^{+1.0}_{-0.6}$ keV. The value of $T_e$ was, therefore, changed in the analysis code to 7.7 keV and 9.3 keV, the values of the other model parameters fixed, and the minimised performed to determine new best fit values of $\eta_0$. These new values could be compared to the best fit value already obtained. By this method, the error in $\eta_0$ due to uncertainty in the value of $T_e$ was estimated as $\pm 2.5\%$.

### 7.2.4 Sources of confusion

There are a number of sources of confusion which could affect measurements of the SZ. At frequencies higher than the null however, the most important contributions

$^{1}$The asymmetry in the error in $T_e$ is removed in the corresponding error in $\eta_0$ because of the precision chosen for the estimate.
are expected to come from foreground galaxies and the CMB. Estimates of the flux from foreground galaxies give the rms signal to be about 0.3 mJy/beam [28]. For our analysis, we chose to assume a slightly higher signal of 0.5 mJy. A flux of 0.5 mJy in the real sky was found to correspond to 0.3 mJy once the chopping had been accounted for. By introducing this into the observations once more, the effect of this emission on the value of \( y_0 \) was thereby estimated to be \( \sim 5.4\% \).

Determining the contribution from the CMB was more complicated. The power of the CMB at temperature, \( T \), received by area, \( A \), through solid angle, \( \Omega \), is given by:

\[
P_{\text{CMB}} = \int \frac{2h\nu^3/c^2}{e^{h\nu/kT} - 1} A\Omega d\nu
\]  

(7.6)

where the integral is over frequency, \( \nu \). Differentiating 7.6 with respect to \( T \) gives:

\[
\frac{dP_{\text{CMB}}}{dT} = - \left( \frac{h \nu}{kT^2} \right) \left( \frac{e^{h\nu/kT}}{e^{h\nu/kT} - 1} \right) \left( \frac{2h\nu^3/c^2}{e^{h\nu/kT} - 1} \right) A\Omega d\nu
\]

(7.7)

The units of this equation are, clearly, \((\text{W}/\text{K})\). Since the CMB flux is generally characterised in terms of temperature, we need to obtain the factor which converts units of \((\text{K})\) into units of flux, \((\text{Jy})\). Units of \((\text{Jy})\) are equivalent to \((\text{W}/\text{m}^2\text{Hz})\), and we can, therefore, obtain the conversion by differentiating (7.7) with respect to \( \nu \), dividing by the area, \( A \), and the factor \(10^{-26}\), which scales between \((\text{W})\) and \((\text{Jy})\). When this is done, we obtain:
where the dimensionless variable \( x = \frac{h \nu}{kT} \) has been introduced to simplify the expression. \( Q \), therefore, gives the conversion factor between (Jy) and (K).

This conversion could then be used to determine the approximate flux of the CMB and determine its effect upon estimates of \( y_0 \). The CMB signal is, of course, almost entirely constant across the sky, and will be mostly removed by the subtraction of signal from the extremes of the chop. It was only, therefore, the anisotropies that need to be considered as sources of confusion. The CMB anisotropies represent temperature variations of order \( \mu \)K. Evaluating (7.8) for the frequency of the Bolocam observations, we find \( Q \sim 10.5 \). Assuming temperature fluctuations of order 5 \( \mu \)K, the flux from the CMB was, therefore, found to be only \( \sim 50 \mu \)Jy. This translates to an error in \( y_0 \) of \( \sim 1.5\% \).

### 7.2.5 Dust emission

The final contribution to the systematic uncertainty in our determination of \( y_0 \) was emission from dusty sources in Abell 1835, and in particular from the cD galaxy in the cluster. Large clusters often contain a number of massive, dusty galaxies whose thermal emission can be significant. Measurements of the Balmer emission line ratio from Abell 1835’s cD galaxy implies a significant amount of reddening, consistent with emission from warm dust [5]. Observations of prominent optical emission lines and a significant ultraviolet continuum also suggest that large amounts of star formation must be taking place in the galaxy, which supports the hypothesis that large reservoirs of dust exist there [5, 50].
In previous work [232] the contribution from dust emission from the cD galaxy was expected to dominate the SZ emission at 850μm. The SED from Abell 1835 including the 850μm signal is also, however, consistent with the SZ effect (e.g. [137]). In any case, accurate measurements of the SZ spectral distribution need to include the possibility of cD dust emission. The spectrum of galactic dust emission is expected to follow that of a greybody, $G(\nu)$:

$$G(\nu) = \epsilon(\nu)B(\nu)$$ (7.9)

where $B$ is the idealised blackbody, $\epsilon$ is the emissivity of the dust, and $\nu$ is the frequency of the observations. $\epsilon$ is often assumed to the form of a power law, defined by index, $\alpha$:

$$\epsilon(\nu) \propto \nu^\alpha$$ (7.10)

with values for $\alpha$ in the range 1.5 - 2.0.

Typical dust temperatures for dusty galaxies are expected to be in the approximate range 20 - 40 K (e.g. [157]). When this contribution is added to that from the SZ emission, the overall spectrum is expected to continue to rise after the SZ peak, leading to strong emission by 450μm. Observations at this wavelength may, therefore, be one way of identifying and estimating the dust emission at 1.1 mm.

Literature results for observations of Abell 1835 at 450μm do not, however, provide a consistent picture. [66,106] (who use the same set of data in their analysis) report strong emission at 450μm of around 20 ± 5mJy, consistent with significant
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dust emission; whereas the 450 μm measurements from [232] was $-2\pm13$ mJy, consistent with no emission from the cluster at this wavelength. Both sets of data were obtained using the Submillimeter Common-User Bolometer Array (SCUBA) on the James-Clerk Maxwell Telescope (JCMT) on Mauna Kea, Hawaii. The 450 μm channel on SCUBA is not, however, considered as reliable as the 850 μm channel. At this wavelength, the results of [106] and [232] are more consistent, reporting emission $4.0 \pm 1.2$mJy and $4.5$mJy (no error quoted), respectively.

Even at 850μm, however, the greybody dust spectrum has begun to contribute significantly, and one would expect the emission to be higher than would be predicted from the SZ alone. This effect would manifest itself either as a higher value for the central Compton parameter when modelling the 850μm results and minimising over $y_0$, or excess emission in the centre of the cluster when a ‘standard’ model is removed from the data. An 850μm map taken using SCUBA was kindly supplied by Mike Zemcov (Fig. 7.5).

Initially, the fit value of $y_0$ for the SCUBA map was examined. The fluxes of the point sources were fixed to the values reported in [232]; the King model parameters set to $\beta = 0.69$, $\theta_c = 33.6''$, and the minimisation performed over just the $y_0$ value. This analysis, however, proved inconclusive, since the $y_0$ value was not found to be converging during the fit. After subtracting an approximate model, with a central Compton value of $y_0 \sim 4.0 \times 10^{-4}$ from the SCUBA map, however, it became clear that further processing had taken place on the SCUBA image (see Fig. 7.6), which we were not aware of. The nature of this processing could not be confirmed by the group that originally published the data. Unfortunately, therefore, further analysis of the SCUBA maps could not be carried out, and an alternative method of investigating the dust contribution from Abell 1835 had to be found.
Figure 7.5: SCUBA 850μm map of Abell 1835. There is obvious emission from the cluster, which may be from dust or from SZ (or from both). The point sources are also clearly detected.

Table 7.2: $y_0$ estimates based on different fit models. (p) denotes that the model included a 1.8 mJy point source at the cluster centre. Number of degrees of freedom = 3013.
Figure 7.6: Difference map between a standard model for the map emission and the SCUBA data. There appears to be significant residual emission around both the point sources, despite the SCUBA beam having been modelled accurately. There appears, therefore, to have been additional processing on the map the nature of which was not clear, which prevented further analysis of the data.
An alternative approach to determining the effect of dust on the calculation of \( y_0 \) was to estimate the emission from the cD galaxy directly and incorporate it into the model itself. In this case, the results of [106] are assumed to be correct (rather than the results given in [232], which are consistent with no emission). Assuming a greybody spectrum of the form given in (7.9) and (7.10), with a dust temperature of \( \sim 30 \) K, the expected flux from the cD galaxy at 1.1 mm was found to be \( \sim 1.8 \pm 0.5 \) mJy. Introducing a point source into the cluster model at the X-ray centre, therefore, and repeating the analysis, the best fit value for \( y_0 \) was found to be \( (4.34 \pm 0.52) \times 10^{-4} \), with a \( \chi^2 \) value of \( \sim 3062 \). These results are compared to those using the principal sets of results obtained using the model that did not include the point source in Table 7.2.

It is clear from this table that there is a small improvement in the \( \chi^2 \) value as a result of introducing the point source in the cluster centre, but that it remains substantially higher than the best fit 4-parameter model fit. In keeping with the previous reasoning, however, the model with the most 'regular' King parameters and the best \( \chi^2 \) value was chosen to proceed to the next stage of analysis, i.e. the model that included the point source, with \( y_0 = (4.34 \pm 0.52) \times 10^{-4} \).

### 7.3 Total error

The total error budget for the observations, therefore, is given in Table 7.3. The additional systematic errors amounted to \( \sim 16\% \) of the value of \( y_0 \), while errors due to the modelling represented \( \sim 12\% \) of the value of \( y_0 \). For the model which incorporated a dusty point source in the centre of the cluster - simulating the emission from the central cD galaxy - the best fit value of \( y_0 \) was found to be
7.3. TOTAL ERROR

<table>
<thead>
<tr>
<th>Systematic errors</th>
<th>Error (as % of result)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Calibration</td>
<td>11.7</td>
</tr>
<tr>
<td>Kinematic effect</td>
<td>9.0</td>
</tr>
<tr>
<td>CMB confusion</td>
<td>1.0</td>
</tr>
<tr>
<td>Galaxy foregrounds</td>
<td>5.4</td>
</tr>
<tr>
<td>Effective temperature</td>
<td>+1.5</td>
</tr>
<tr>
<td>Uncertainties in</td>
<td>-2.6</td>
</tr>
<tr>
<td>King model parameters</td>
<td></td>
</tr>
<tr>
<td>Others (clumping, etc)</td>
<td>2</td>
</tr>
<tr>
<td><strong>Total errors</strong></td>
<td><strong>Error (mJy)</strong></td>
</tr>
<tr>
<td>Pointing and model error (incl. point source)</td>
<td>0.52 mJy</td>
</tr>
<tr>
<td>Total systematic</td>
<td>0.69 mJy</td>
</tr>
<tr>
<td>Total error</td>
<td>0.87 mJy</td>
</tr>
</tbody>
</table>

Table 7.3: Error budget for Abell 1835 observations

\[(4.34 \pm 0.52 \pm 0.69) \times 10^{-4}\]. This then became the value of \(y_0\) used for the next stage of analysis.

The calibration error and confusion from the kinematic SZ represent the largest individual components of the systematic errors outlined in Table 7.3, but it is clear that the emission from dusty galaxies in clusters remain an important source of error. Although it appears to be possible to incorporate such emission into the analysis through modelling, it seems likely that multi-wavelength observations of sources would be a clearer means of verifying the dust emission.

In this chapter, we have described the calculation of the systematic errors associated with the measurement of \(y_0\) and described the process of deciding which value of \(y_0\) to use for the next stage of analysis. This value was obtained for a model that included an estimate of dust emission from the central cD galaxy in Abell 1835. In the next chapter, we will describe the process of spectral fitting that led to the main conclusions of the research regarding SZ emission from Abell 1835 and an estimate of the cluster’s peculiar velocity.
Chapter 8

Multifrequency Data: SZ Fits and Point Source Analysis

8.1 SZ spectrum

The final stage of the SZ analysis for Abell 1835 was to collate our result with measurements at other frequencies in order to form a spectrum, which could then be fit to obtain new estimates of $y_0$ and the peculiar velocity of the cluster, $v_p$.

Measurements of the SZ signal from Abell 1835 have been made by a number of different groups (see Table 8.1). In order to form a spectrum, the different measurements had to be converted into intensities. In the Rayleigh-Jeans limit, the temperature difference observed by an instrument can be related to the source intensity by:
Table 8.1: Literature measurements of the SZ signal from Abell 1835. Individual results at a given frequency are not necessarily independent, since some of the results are obtained using the same datasets but different modelling and/or analysis. Notes: 1. Results obtained using deprojection technique; 2. Profile obtained using X-ray and SZ data, 3. Profile obtained using SZ data only.
Individual measurements of $y_0$ and $v_p$ could be converted to intensities using standard equations (see Chapter 2: 'The Sunyaev Zel’dovich Effect: theory and observation').

The values of $y_0$ and $v_p$ derived by individual experiments will, as noted previously, depend on the model used in the processing. It is clear from Table 8.1, however, that values of the profile parameters can vary substantially between different papers. Furthermore, it was clear that not all the results in the literature were independent. [172], [20] and [19], for example, use the same original dataset. For this reason, it was decided to use one result from each frequency. The results chosen then had to be converted into equivalent measurements given the King model parameters used in this work (i.e. $\theta_c = 33.6^\prime$, $\beta = 0.69$). The 30 GHz measurements of [125] are the most recent and used the same King model parameters as in this work, so were chosen along with the 145 and 221 GHz measurements from [137].

The data presented by [137] was obtained using the Sunyaev-Zeldovich Infrared Experiment (SuZIE) instrument [94], mounted on the CSO. SuZIE uses two receivers: SuZIE I and SuZIE II. Both receivers consist of a number of beams separated on the sky (see Fig. 8.1). The FWHM of the beams vary between 1.4' and 1.7' and are separated by up to 5'. Differencing the signal between these beams simulates chopping with throws of between 2.1' and 5'. In the SuZIE I receiver, incoming radiation is measured at a single frequency (145, 221 or 279 GHz), whereas in the SuZIE II receiver, all three frequencies are monitored in each beam. The instrument is then drift scanned by $\sim 30'$ across the source being observed to pro-

\[
\Delta I(x) = \frac{-\Delta T g(x) I_0}{2T_{\text{CMB}}} = \frac{-\Delta T g(x) T_{\text{CMB}}^2 k_3}{c^2 h^2}
\]  

(8.1)
Figure 8.1: The arrangement of the SuZIE I and SuZIE II beams. Whereas SuZIE I has a single bolometer, observing at a given frequency (145, 221 or 279 GHz), associated with each beam, SuZIE II can observe at three frequencies simultaneously. (Reproduced from [137].)

duce a 1-dimensional slice with each row of detectors [137]. The start of the scan is also offset by different amounts in different sets of observations so that the source alternates around the centre of the scan in different scans, indicated by the value of $\delta RA$.

In this analysis, the programs used to simulate the Bolocam observations described previously were modified to reproduce the SuZIE scan strategy with the beam FWHM and separation described in [137] for the D3 and T123 channels (for observations at 145 GHz) and the D2 channel (at 221 GHz). The D3 channel was simulated by two 1.7' beams separated by 4.4'; the T123 channel by three 1.7' beams separated by 2.2', and the D2 channel by two 1.4' beams separated by 4.2'.
8.1. **SZ SPECTRUM**

<table>
<thead>
<tr>
<th>Channel</th>
<th>SuZIE measurement</th>
<th>Bolocam equivalent</th>
</tr>
</thead>
<tbody>
<tr>
<td>D3 (δRA = 1080)</td>
<td>$y_0 = (3.14 \pm 1.11) \times 10^{-4}$</td>
<td>$y_0 = (2.10 \pm 0.74) \times 10^{-4}$</td>
</tr>
<tr>
<td>D3 (δRA = 720)</td>
<td>$y_0 = (3.59 \pm 0.99) \times 10^{-4}$</td>
<td>$y_0 = (2.40 \pm 0.66) \times 10^{-4}$</td>
</tr>
<tr>
<td>T123 (δRA = 1080)</td>
<td>$y_0 = (5.60 \pm 0.79) \times 10^{-4}$</td>
<td>$y_0 = (4.36 \pm 0.62) \times 10^{-4}$</td>
</tr>
<tr>
<td>T123 (δRA = 720)</td>
<td>$y_0 = (5.65 \pm 0.76) \times 10^{-4}$</td>
<td>$y_0 = (4.40 \pm 0.59) \times 10^{-4}$</td>
</tr>
<tr>
<td>D2</td>
<td>$v_p = 500 \pm 1000 \text{ kms}^{-1}$</td>
<td>$v_p = 336 \pm 673 \text{ kms}^{-1}$</td>
</tr>
</tbody>
</table>

Table 8.2: Literature measurements of the SZ signal from Abell 1835. Individual results at a given frequency are not necessarily independent, since some of the results are obtained using the same datasets but different modelling and/or analysis.

<table>
<thead>
<tr>
<th>Reference</th>
<th>Frequency (GHz)</th>
<th>Equivalent intensity ($\beta = 0.69, \theta_c = 33.6^\circ$)/$I_0$</th>
</tr>
</thead>
<tbody>
<tr>
<td>[125]</td>
<td>30</td>
<td>$(-0.17 \pm 0.02) \times 10^{-3}$</td>
</tr>
<tr>
<td>[137]</td>
<td>142</td>
<td>$(-1.40 \pm 0.16) \times 10^{-3}$</td>
</tr>
<tr>
<td>[137]</td>
<td>221</td>
<td>$(0.13 \pm 0.26) \times 10^{-3}$</td>
</tr>
<tr>
<td>[96]</td>
<td>273</td>
<td>$(1.39 \pm 0.28) \times 10^{-3}$</td>
</tr>
</tbody>
</table>

Table 8.3: Equivalent intensity of results used in the spectral fit (i.e. intensities required to reproduce the results of each experiment using a King model with $\beta = 0.69$ and $\theta_c = 33.6^\circ$).

Equivalent values for $y_0$ and $v_p$ for the Bolocam model could be obtained by first reconstructing maps of the flux of Abell 1835 observed by SuZIE using their King parameter values and their $y_0$ and $v_p$ results. These models could be 'observed' to produce a simulation of the SuZIE data maps, which could finally be fit using the Bolocam King model parameters to deduce equivalent $y_0$ values. The final fitting was quick, since only the $y_0$ parameter needed to be fit for. The results of this analysis are given in Table 8.2.

The Bolocam equivalents give an error-weighted mean of $y_0 = (3.47 \pm 0.33) \times 10^{-4}$. The equivalent values of intensity for each literature result, expressed as a fraction of the reference intensity, $I_0$ are given in Table 8.3. The plot of these intensity values is given in Fig. 8.2.

The points in this plot were once again fitted, by parameterising the SZ spectrum as:
Figure 8.2: The SZ spectrum of Abell 1835. The 30 GHz results ($x \sim 0.5$) are taken from [125]. The points at 142 and 221 GHz (open diamonds) are from [137], while the open square represents the result obtained here. All points have been renormalised to the central intensity of the SZ effect for a cluster model with $\theta_0 = 33.6''$ and $\beta = 0.69$. The line is the best fit SZ spectrum with $y_0 = 3.60 \times 10^{-4}$ and $v_z = -226$ km/s.
\[
\frac{F(x)}{I_0} = A(0)g(x) + A(0)h(x)R(x) + A(0)A(1)h(x) \tag{8.2}
\]

The first term on the right hand side of (8.2) represents the first order thermal SZ; the second term accounts for relativistic corrections to the thermal SZ, and the last term calculates the contribution of the kinetic SZ. The parameters \(A(0)\) and \(A(1)\) are related to the Compton parameter and the cluster peculiar velocity according to:

\[
A(0) \equiv y_0 \tag{8.3}
\]

and

\[
A(1) \equiv -\frac{k_B T_e v_p}{m_e c^2 c} \tag{8.4}
\]

and the \(R(x)\) term represents the relativistic corrections to the thermal SZ described previously. \(g(x)\) and \(h(x)\) describe the spectral variation of the contributions: their functional form is identical to that described previously (see (2.29) and (2.38)).

The fit was conducted using the standard idl fitting procedure: curvefit.pro. Values of \(y_0\) and \(v_p\) which optimize the fit to the spectrum were found to be:

\[
y_0 = (3.60 \pm 0.24) \times 10^{-4},
\]

and \(v_p = -226 \pm 275 \text{ km s}^{-1}\).
These results are consistent with 'typical' values for the Compton parameter and velocity expected from clusters. The kinematic contribution to the SZ signal based on these values is \( \sim 8\% \) of the thermal contribution. The percentage change between the modelled value for \( y_0 \) and the value derived from the spectral fitting is \( \sim 14\% \). It appears, therefore, that the kinematic term represents the biggest error on the modelled value of the Compton parameter. The remaining difference could easily be accounted for by dust emission from the central cD galaxy in Abell 1835, as discussed previously (see Chapter 7: 'Parameter fit results and errors').

### 8.2 Point source temperatures

It is clear that point sources in the field of SZ clusters need to be accurately characterised in order to obtain reliable estimates of the cluster Compton parameter (and associated measurements). In many cases, however, millimetre/ sub-mm point sources have not been studied extensively enough at a range of different frequencies to understand what range of spectral types might exist (and, therefore, to model their effect upon observations confidently).

The original motivation for the data used in this report was to study point sources and in keeping with this aim the measurements of the fluxes for SMM J14009+0252 and SMM J140104+0252 were combined with flux measurements obtained at other frequencies. Measurements of their flux between \( \sim 200 \) and 700 GHz are given in Table 8.4 and Table 8.5.

The spectra for both sources were then derived based on this set of data. It has already been noted that the 450\( \mu \)m observations made of Abell 1835 [232] may suffer from problems with the analysis pipeline. It is clear from both Table 8.4
8.2. POINT SOURCE TEMPERATURES

<table>
<thead>
<tr>
<th>Reference</th>
<th>Wavelength (mm)</th>
<th>Flux (mJy)</th>
</tr>
</thead>
<tbody>
<tr>
<td>[106]</td>
<td>1.35</td>
<td>5.57 ± 1.72</td>
</tr>
<tr>
<td>[96]</td>
<td>1.1</td>
<td>11.32 ± 1.92</td>
</tr>
<tr>
<td>[232]</td>
<td>0.85</td>
<td>16.0</td>
</tr>
<tr>
<td>[106]</td>
<td>0.85</td>
<td>15.6 ± 1.9</td>
</tr>
<tr>
<td>[106]</td>
<td>0.45</td>
<td>32.7 ± 8.9</td>
</tr>
<tr>
<td>[232]</td>
<td>0.45</td>
<td>−2.0 ± 13.0</td>
</tr>
</tbody>
</table>

Table 8.4: Measurements of flux for SMM J14009+0252, including the value derived in this report.

<table>
<thead>
<tr>
<th>Reference</th>
<th>Wavelength (mm)</th>
<th>Flux (mJy)</th>
</tr>
</thead>
<tbody>
<tr>
<td>[106]</td>
<td>1.35</td>
<td>6.06 ± 1.46</td>
</tr>
<tr>
<td>[64]</td>
<td>1.3</td>
<td>2.5 ± 0.8</td>
</tr>
<tr>
<td>[96]</td>
<td>1.1</td>
<td>6.48 ± 2.00</td>
</tr>
<tr>
<td>[232]</td>
<td>0.85</td>
<td>13.4</td>
</tr>
<tr>
<td>[106]</td>
<td>0.85</td>
<td>14.6 ± 1.8</td>
</tr>
<tr>
<td>[106]</td>
<td>0.45</td>
<td>41.9 ± 6.9</td>
</tr>
<tr>
<td>[232]</td>
<td>0.45</td>
<td>6 ± 8</td>
</tr>
</tbody>
</table>

Table 8.5: Measurements of flux for SMM J140104-1-0252, including the value derived in this report.

and Table 8.5, the 450μm points are not consistent with the overall trend of the other results. For the purposes of the initial fitting, therefore, the Zemcov 450μm results were excluded from both spectra.

The spectra were then both fitted with a greybody, as described in Chapter 7: ‘Parameter fit results and errors’, using a value of \( \alpha = 1.5 \) [154]:

\[
G(\nu, T) \propto \nu^{1.5} B(\nu, T)
\]  

(8.5)

where \( B(\nu, T) \) is the ordinary blackbody curve at frequency \( \nu \) and temperature \( T \). The explicit spectral and temperature dependence of \( G(\nu, T) \) is given by:
Figure 8.3: Spectrum of SMM J14009+0252 based on the flux measurements given in 8.2. The solid line represents the best-fit greybody spectrum for this set of data, using an index of 1.5. The best fit temperature for the source is found to be 27.5 ± 0.8K. Legend for the plot is: open triangle: [232]; open square: [96], and diagonal-vertical cross: [106].

\[
G(\nu, T) \propto \frac{\nu^{4.5}}{\exp A_1 \left( \frac{\nu}{T} \right) - 1} \quad (8.6)
\]

with:

\[
A_1 = \frac{h}{k_B} \quad (8.7)
\]

The results of a simple fit to the spectra using this model are shown in Fig. 8.3 and Fig. 8.4. The effective temperature of the sources, based on these fits were found to be:
8.2. POINT SOURCE TEMPERATURES

Figure 8.4: Spectrum of SMM J140104+0252 based on the flux measurements given in 8.2. The solid line represents the best-fit greybody spectrum for this set of data, using an index of 1.5. The best fit temperature for the source is found to be $36.6 \pm 1.4$K. Legend for the plot is: open diamond: [64]; open triangle: [232]; open square: [96], and diagonal-vertical cross: [106].
SMM J14009+0252: 27.5 ± 0.8 K,

and SMM J140104+0252: 36.6 ± 1.4 K.

When corrected for the redshift of the sources, however, these temperatures correspond to 63.3 K and 94.1 K, respectively, which are significantly higher than typical gas temperatures in galaxy clusters.

If the 450μm results of [232] are assumed to be correct, the fits are found to be poor. In order to reproduce the values of flux reported, however, it was found that SMM J14009+0252 would need to have a dust temperature of < 15.8K, whereas SMM J140104+0252 would need to have a dust temperature of < 51.2K (both figures based on the upper value of source flux reported in [232]), which are reasonably consistent with temperatures for these sources derived by Herschel [157]. The corresponding upper limits on the flux of the sources at 1.1mm were found to be 3.8 and 14.0 mJy for SMM J14009+0252 and SMM J140104+0252, respectively.

SMM J140104+0252 has been the subject of a number of research papers and is believed to be an ultra-luminous infra-red galaxy (ULIRG) at redshift 2.56 which is being lensed by Abell 1835. The degree to which emission from the galaxy is magnified is a matter of debate. [107] argue that the galaxy is magnified by Abell 1835 as a whole by a factor of ~ 2.5, whereas [64] report evidence that the emission is magnified further by an individual member of Abell 1835 by a factor of ~ 25. In either case, the source is believed to be undergoing intense star-formation: [211] report that the one of the components of SMM J140104+0252 appears to be converting a large proportion of baryonic mass into stars over a relatively short period of time. They also report that the metallicity of the source appears to be high.
There is less information available on SMM J14009+0252. The work that has been done, however, appears to imply that the source has the characteristics of an Extremely Red Object (ERO) [107], a class of objects which are believed to account for around half of bright sub-mm point sources.

The results presented in this chapter represent the main conclusions of the analysis. In the final chapter, we discuss the results in more detail; describe further work that could be undertaken to extend this study, and present the final conclusions of this thesis.
CHAPTER 8. MULTIFREQUENCY DATA: SZ FITS AND POINT SOURCE ANALYSIS
Chapter 9

Discussion and Conclusions

The results outlined in the previous chapter represent the final results of the data analysis. Even though Abell 1835 is a well-known and well-studied cluster, our estimate of \( v_p \) is only the second measurement in the literature. The value derived for \( v_p \) also represents the most precise estimate of a cluster’s peculiar velocity to date. There are a number of areas of discussion that are raised by our analysis, and several directions in which further research could be carried out. In this chapter, some of these areas are outlined in detail and the final conclusions of the research are presented.

9.1 Further discussion: \( y_0 \) and \( v_p \)

It is clear from our analysis that one of the greatest sources of error in the accurate determination of the thermal SZ emission in the region of the spectrum where \( g(\nu) \) is positive remains dust emission from the cD galaxies in clusters. This is partic-
ularly important at millimetre wavelengths and shorter, where the SZ and dust contribution are expected to be of a similar magnitude. A total characterisation of the SZ spectrum for Abell 1835 also, therefore, requires detailed observations of dust emission, in particular at 850 and 450 \( \mu \text{m} \). While the data at these wavelengths remains inconsistent, it will be difficult to reliably construct and model the dust and SZ contributions using multi-frequency spectral fits. Nevertheless, our results show that there is still good potential for reasonable accuracy to be achieved.

One potential source of error not considered in the analysis of the Bolocam data is due to molecular line emission from galaxies within Abell 1835 at the frequency of observation, in particular due to rotational transitions from Carbon-monoxide (CO). CO is commonly used as a tracer of dust, and is expected to be present in significant quantities in star-forming regions. The \( J (3 \rightarrow 2) \) transition, in particular, has a rest frequency of 346 GHz. At the redshift of Abell 1835 \((z = 0.2532)\) this corresponds to 276 GHz, which is close to the frequency of observation.

It has already been noted that the value for \( y_0 \) derived from the modelling is somewhat higher than that derived from the multifrequency fit. If the observations were to coincide directly with CO \( J (3 \rightarrow 2) \) emission, it would seem, based upon preliminary work from the Z-Spec spectrometer [3], that a substantially higher signal would be expected. Nevertheless, it is possible that further spectroscopic work is necessary to rule out the possibility of excess signal from line emission. Z-Spec [75] is ideally suited to this kind of study, capable of observing between 195 and 310 GHz with moderate resolution.

The principal source of error in most measurements of \( v_p \) comes from the
CMB (e.g. [85]). The kSZ and the CMB have the same spectral dependence, and are therefore hard to separate. This places strong limits on the precision of measurements of \( v_p \) of order 400 - 1600 \( \text{km s}^{-1} \). The method of spectral fitting has a clear advantage, therefore, over measurements of \( v_p \) based on single observations from single-frequency observations.

As always, however, the accuracy of the fit will be improved significantly by observations at a larger range of frequencies. Observations in the region of the electromagnetic spectrum in which the SZ dominates are limited by the transmission of the atmosphere and so tend to be restricted to a finite number of frequencies. There are several atmospheric windows in the frequency range 30 - 300 GHz and the overall transmission according to atmospheric models remains at a reasonable level. Nevertheless, there are regions in which the transmission falls off rapidly due to absorption by water vapour [153], and these are, naturally, avoided in experiments.

With improved detector technology and analysis techniques, however, there would appear to be good reason to design dedicated SZ experiments which observe at a greater number of frequency bands, even if compromise is required by accepting a slightly reduced atmospheric transmission. Alternatively, space-based detectors should be capable of extending the observations to a greater number of frequencies, as will be possible with the Planck mission.

There already, however, exists data on Abell 1835 from Bolocam which remains unprocessed or has not yet been analysed, which could be used to obtain additional data points on the cluster SZ spectrum. In particular, 2 mm lissajous maps of the cluster made using Bolocam have been constructed but not yet been modelled. In lissajous scanning, the x and y-positions of the telescope beam on the sky are
allowed to vary sinusoidally. Studying this data would not only allow an additional data point to be added to the SZ spectrum of Abell 1835, but allow for a comparison between the different scanning modes.

With greater precision measurements, relativistic corrections to the kinematic SZ will also need to be considered. Analytic formulae for these have been derived by, e.g., [148,149] and compared to direct numerical integration of the collision term of the Boltzmann equation. The agreement between the results is reported to be good. The two highest order terms in the corrections are expected to represent \( \sim 8.2\% \) and \( \sim 1.3\% \) of the total kinematic contribution.

### 9.2 Further work

The research presented here has the potential to be improved and extended in a variety of ways.

First, it is likely that the efficiency of the analysis pipeline code could be improved significantly. In particular, the modelling was seriously restricted by the poor sampling of each parameter in the data simulation. This was due mainly to the long time taken to run the modelling code. The section of the code that dealt with reconstructing the chopping using the data R.A. and decl. data took the longest to process. Alternative methods of replicating the chopping that improve the speed of the analysis could, for example, include generating a simulation of the telescope on and off beams, which, when convolved with the ideal sky cluster map, should replicate the chopped data.

Convolving is still a relatively lengthy process in IDL, but it is likely that this
9.2. *FURTHER WORK*

approach would still prove faster than the current code, which involves large nested loops. The potential advantages of improving the coding are substantial. Models where all the fitting parameters are allowed to vary could, for example, be tested. While these kinds of models had been attempted during the analysis, they were abandoned for taking too much time to complete. Larger samples of parameter values could also be sampled, and alternative methods of searching for parameter values which minimise the $\chi^2$ between model and data maps tested.

This may prove important since there remains the possibility that the minima identified in our searches are local rather than global minima in the $\chi^2$ values, and do not, therefore, represent the real best fit parameters. The only way to increase confidence in the results obtained is to investigate a larger range of parameter values.

Improved processing speed is also essential to repeating the analysis presented here for the other cluster maps. Of the other clusters, Abell 851 contains five point sources, which would need to be included in the map model. Although Abell 851 appears to contain no SZ emission, it would still need to be included in the analysis, bringing the number of parameters characterising the model to eight. MS0451.6-0305 contains four point sources, as well as the cluster emission. As discussed previously, the cluster also contains a lensed arc, which would complicate the modelling further.

As a result, the data maps for MS0451.6-0305 and Abell 1835 would probably be best analysed in order to characterise the point sources in the field. As has already been discussed, extending our knowledge of the spectral characteristics of point sources at millimetre wavelengths is essential to improving our understanding of potential contaminating signal in the field.
Figure 9.1: SCUBA images of Abell 851 (top left); MS0451.6-0305 (top right), and Abell 2218 (bottom), with the point sources circled. In the cases of MS0451.6-0305 and Abell 2218, the cluster SZ/dust emission is also circled. Abell 851 appears to contain no significant SZ emission.
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Of the four other science sources, however, Abell 2218 is the most similar to Abell 1835. The field contains two point sources as well as the cluster and could be modelled in the same way as already outlined to derive values for its central Compton parameter and peculiar velocity.

There remains, however, much work that could be done to study Abell 1835. In Chapter 2: 'The Sunyaev Zel'dovich effect - theory and observation', for example, it was discussed how observations of the SZ could lead to estimates of the gas mass fraction for a cluster. Recalling (2.41), the surface mass density along a particular line of sight can be given by:

\[
\Sigma_{\text{gas}} = \mu_e \left( \frac{m_e c^2}{k_B T_e} \right) \frac{y}{\sigma_T} \quad (9.1)
\]

Assuming the gas along the line of sight is composed predominantly of 75% Hydrogen and 25% Helium, it follows that the mean mass of gas per electron, \( \mu_e \sim \frac{7}{4} m_H \) (where \( m_H \) is the mass of a Hydrogen atom). Using the King model, therefore, (9.1) becomes:

\[
\Sigma_{\text{gas}}(\theta) = \frac{7}{5} m_H \left( \frac{m_e c^2}{k_B T_e} \right) \frac{y_0}{\sigma_T} \left( 1 + \frac{\theta^2}{\theta_c^2} \right)^{-\frac{3}{2} + \frac{6}{5}} \quad (9.2)
\]

The total mass of gas in Abell 1835, \( M_{\text{gas}} \), can then be estimated by:

\[
M_{\text{gas}} = \int \Sigma_{\text{gas}} 2\pi r dr \quad (9.3)
\]

where the integration is over the projected distance from the cluster centre,
r, which, in a flat Universe, is simply related to the angle from the cluster centre by: \( r = \theta D \) (where \( D \) is the distance of the cluster from Earth). Substituting (9.2) into (9.3) then gives:

\[
M_{\text{gas}} = \frac{14}{5} \pi D^2 m_H \left( \frac{m_e c^2}{k_B T_e} \right) \frac{y_0}{\sigma_T} \int \theta \left( 1 + \frac{\theta^2}{\theta_0^2} \right)^{-3/2} d\theta
\]  

(9.4)

The integral can be evaluated numerically to obtain \( M_{\text{gas}} \), and the result compared to the virial mass of the cluster calculated from, for example, weak and strong lensing experiments (see [151, 180]) to estimate the gas mass fraction.

As described in Chapter 2, it should also be possible to combine the SZ observations with X-ray data to obtain an estimate of the Hubble constant. This is, however, likely to be the only cosmologically significant result that can be derived from the measurements obtained here. The true cosmological power of the SZ effect, as has already been outlined, is in the context of cluster surveys.

There remain, however, a number of other lines of research that can be pursued in investigating the physics of Abell 1835 itself, which could provide powerful insights into the process of cluster formation and evolution.

In particular, it is believed that non-gravitational processes within a cluster can lead to an "entropy floor", which has a strong effect upon scaling relationships between different cluster properties [138]. The scaling between X-ray luminosity and emission-weighted electron temperature, for example, are expected to be particularly sensitive to the presence of an entropy floor, and studies of this scaling have provided evidence for complex processes occurring within the ICM of some local clusters (\( z < 0.2 \)). Studies of clusters at higher redshift are, however, hampered
by the rapid decrease in X-ray surface brightness with redshift. As mentioned previously, however, the SZ effect surface brightness does not suffer this degradation with redshift.

[138] discuss how the scaling between SZ parameters and cluster properties are expected to vary with the level of the entropy floor. They find, for example, that the relations between $y_0$ and the mean emission-weighted gas temperature ($T_X$); total bolometric X-ray luminosity ($L_X$), and the mass of dark matter within the radius $r_{500}$ (the radius within which the mean dark matter density is 500 times the critical redshift at the present epoch), $M(r_{500})$, can be parametrised in terms of the 'central entropy', $K_2 = kT_e(0)n_e(0)^{-2/3}$ (where $T_e(0)$ and $n_e(0)$ are the electron temperature and number density, respectively, at the cluster centre) in units of 100 keV cm$^2$. They characterise these relationships according to:

$$y_0 = A(1 + z)^\gamma K_2^\alpha X^\beta$$

(9.5)

where $X = T_X, L_X$ or $M(r_{500})$; $A$ is a constant (whose value depends on the scaling relationship being examined), and $\alpha, \gamma$ and $\beta$ are functions of $K_2$ and/or $z$. In a standard 'self-similar' model of cluster formation, for example, [138] find that $y_0$ and $T_X$ scale as:

$$y_0 \propto T_X^{1.5}$$

(9.6)

whereas in models that include entropy injection (preheating of ICM gas), $y_0$ and $T_X$ scale as:
\[ y_0 \propto T_X^{2.0} \]  

(9.7)

at \( z = 0.2 \). At higher redshift the index is also expected to change according to the model, providing an alternative means of distinguishing evolutionary models. Examining the scaling relationships between SZ variable and cluster properties could, therefore, prove an important tool for investigating non-gravitational processes in clusters at earlier times in the Universe's history and provide insight into the role of non-gravitational processes in cluster evolution.

Once more, this application relies on obtaining a sample of clusters at different redshifts. Gaining some insight into the role of non-gravitational processes in Abell 1835 would, however, be of intrinsic worth. Indeed, in this regard, Abell 1835 is particularly interesting, since its mass distribution and X-ray morphology suggests it is not undergoing merger [158]. It could, therefore, serve as a tool for studying 'undisturbed' cluster formation processes. Furthermore, a study of the entropy floor in Abell 1835 would class as the highest redshift observation of its kind, providing 'proof of principle' for this method of studying cluster evolution.

Finally, additional research could be carried out to study the point sources around Abell 1835. It should be possible to estimate the star-formation rate in both SMM J14009+0252 and SMM J140104+0252 by correcting for the magnification produced by gravitational lensing to determine their intrinsic luminosities (at the redshifted frequency of observation). An extended search for measurements of the sources at other wavelengths may also allow an extended SED to be fitted for both, which would have the potential to provide further information on the processes taking place within them, and help our general understanding of sub-mm point sources.
9.3 Concluding remarks

In this report, the mapping and simulation of a set of observations of the X-ray luminous galaxy cluster Abell 1835 has been described. The data on this cluster was based on a set of observations taken in January 2006 using the Bolocam detector, mounted on the CSO, and operating at 1.1 mm (273 GHz). These observations targeted four clusters: MS0451.6-0305; Abell 2218; Abell 851 and Abell 1835. They utilised a jiggle-mapping scan strategy, in which the telescope primary nods between different positions on the sky while the secondary simultaneously chops either side of the main beam. This type of scan strategy is particularly effective at imaging point sources in the field (which were the original targets of the January 2001 run), and is an efficient means of removing sky and telescope noise from the data. Extended sources can also be imaged with jiggle-mapping as long as the size of the source is less than the chop throw.

Since the adopted scan strategy was relatively new for Bolocam, no analysis pipeline existed prior to this project. In the course of the research, therefore, a pipeline was written in IDL which cleaned; deconvolved and mapped individual observation files. In order to obtain fully calibrated science files with accurate pointing reconstruction, it was necessary to observe a number of pointing and calibration sources. Once maps had been generated for each science source observed during the run, they were stacked to produce higher S/N images.

Of the four clusters observed, Abell 1835 was chosen as being the most suitable for SZ analysis. Ideal sky maps were generated based upon a King model for the cluster's SZ profile, then 'observed' by reproducing the telescope chopping during the observations to produce a simulation of the data maps. This process was repeated for different sets of the parameters defining the model. Each map was
compared to the real data by determining a goodness-of-fit ($\chi^2$) value. The set of parameters that minimised the value of the $\chi^2$ was chosen as the best fit model for the cluster.

By this means, the best fit value for the central Compton parameter was found to be $y_0 = (4.19 \pm 0.48) \times 10^{-4}$, while the best fit fluxes of the point sources in the same field as Abell 1835, SMM J140104+0252 and SMM J14009+0252 were found to be $7.17\pm1.84$ mJy, and $12.18\pm1.77$ mJy, respectively. It was found, however, that the best fit set of parameters that defined the King model for these values of $y_0$ and point source flux were substantially different to typical literature results based on X-ray observations. Since the next stage of the analysis involved comparing different literature values for the SZ emission for Abell 1835 to produce a spectrum, and since this comparison required transferring results obtained using one model into results obtained using the same model as this analysis, it was considered desirable that the King model parameters for all the results in the spectrum should be as close to one another as possible. In this case the set of results with the lowest $\chi^2$ and the most 'standard' set of King model parameters - $\beta = 0.69$ and $\theta_c = 33.6^\prime$ - were chosen to represent our data.

The value of $y_0$ and point source fluxes in this case were found to be $y_0 = (4.68 \pm 0.48) \times 10^{-4}$; $6.48\pm2.00$, and $11.32\pm1.92$ mJy, respectively. After evaluating other sources of error in the measurement of $y_0$ and factoring in the effect of dust emission from the central cD galaxy in Abell 1835, the final result for the central Compton parameter based on the Bolocam observations was found to be $y_0 = (4.34 \pm 0.87) \times 10^{-4}$. Other literature values for the SZ intensity from Abell 1835 were obtained by once again simulating ideal sky maps (using our own King model), then observing them using the scan strategy and beam arrangements for each of the experiments whose results were being compared. Given the results
reported by those experiments, it was possible to find the value for $y_0$ with the standard King model which reproduced the intensity observed by each group.

These individual results were collated to form a spectrum for Abell 1835 which was fit with a SZ function that included both thermal and kinematic components (where the thermal contribution also contained relativistic corrections). Best fit values for $y_0$ and the cluster peculiar velocity $v_p$ were found to be $y_0 = (3.60 \pm 0.24) \times 10^{-4}$ and $v_p = -226 \pm 275$ km s$^{-1}$.

Both these results are reasonable and consistent with other literature values. The value derived for $v_p$ in particular represents one of the most precise estimates of cluster peculiar velocity to date. The measurements of the point source fluxes have also been fit with a greybody spectrum with index 1.5 and effective temperatures of $27.5 \pm 0.8$ and $36.6 \pm 1.4$ K for SMM J14009+0252 and SMM J140104+0252, respectively. When corrected for redshift, however, these temperatures are higher than would normally be expected for clusters. This may be linked to the physical processes occurring in the sources, although further work would be required to draw any firm conclusions.

In this concluding chapter, the implications of these results and some of the opportunities for further research have been discussed. The substantial amount of interest in SZ research recently has been generated principally because of the potential cosmological results that could be obtained from SZ cluster surveys. It is clear from our analysis, however, that the dust emission from galaxies within clusters has to be accurately removed or modelled in order to obtain reliable estimates of the SZ effect. If single-dish observations are to be used, this may require observations of sources to be made over a large frequency range.
If this issue can be overcome, however, there is good scope for the potential of SZ surveys to be met. While general studies of the SZ effect are likely to be able to provide limits on fundamental cosmological parameters, large scale surveys of the kinematic effect have been cited as a means of investigating the nature of dark energy. Results from large experiments such as ACT, SPT and Planck appear to be best placed to take advantage of this. SZ research on a smaller scale could also, however, have an important role to play in studying the physics and evolution of clusters themselves. One of the most promising extensions of the current work, for example, is to look for evidence of an ‘entropy floor’ in Abell 1835, which could indicate that non-gravitational processes are occurring (or having occurred) within the cluster. It is clear, therefore, that SZ research is a versatile tool for studying a whole range of astrophysical problems, and is likely to become one of the most important areas in astrophysics research in the next decade.
Appendix A

Relativistic corrections

The relativistic correction to the thermal Sunyaev Zel’dovich effect, $\mathcal{R}(x)$ (as described in Chapter 2: ‘Sunyaev Zel’dovich effect: theory and observation’), can be expressed as:

$$\mathcal{R}(x) = \frac{I_0 y x^4 e^x}{(e^x - 1)^2} (\theta_e Y_1 + \theta_e^2 Y_2 + \theta_e^3 Y_3 + \theta_e^4 Y_4) \quad (A.1)$$

where $x$, $y$ and $\theta_e$ have the same definitions as for (2.31). We recall that $y$ also depends linearly on $\theta_e$. The first term in parentheses is, therefore, actually second-order in $\theta_e$. The remaining co-efficients, as derived by [105], are lengthy functions of the variables $\tilde{X} = xcoth(x/2)$ and $\tilde{S} = x/sinh(x/2)$. They are found to be:

$$Y_1 = -10 + \frac{47}{2} \tilde{X} - \frac{42}{5} \tilde{X}^2 + \frac{7}{10} \tilde{X}^3 + \tilde{S}^2 \left( -\frac{21}{5} + \frac{7}{5} \tilde{X} \right) \quad (A.2)$$
Y_2 = -\frac{15}{2} + \frac{1023}{8} \bar{X} - \frac{868}{6} \bar{X}^2 + \frac{329}{5} \bar{X}^3 - \frac{44}{5} \bar{X}^4 + \frac{11}{30} \bar{X}^5 \\
\quad + \delta^2 \left( -\frac{434}{5} + \frac{658}{5} \bar{X} - \frac{242}{5} \bar{X}^2 + \frac{143}{30} \bar{X}^3 \right) \\
\quad + \delta^4 \left( -\frac{44}{5} + \frac{187}{60} \bar{X} \right) \quad (A.3)

Y_3 = A_{30} + A_{31} \delta^2 + A_{32} \delta^4 + A_{33} \delta^6 \quad (A.4)

where:

A_{30} = \frac{15}{2} + \frac{2505}{8} \bar{X} - \frac{7098}{5} \bar{X}^2 + \frac{14253}{10} \bar{X}^3 - \frac{18594}{35} \bar{X}^4 + \\
\quad \frac{12059}{140} \bar{X}^5 - \frac{128}{21} \bar{X}^6 + \frac{16}{105} \bar{X}^7 \quad (A.5)

A_{31} = -\frac{7098}{10} + \frac{14253}{5} \bar{X} - \frac{102267}{35} \bar{X}^2 + \frac{156767}{140} \bar{X}^3 - \\
\quad \frac{1216}{7} \bar{X}^4 + \frac{64}{7} \bar{X}^5 \quad (A.6)
\[ A_{32} = -\frac{18594}{35} + \frac{205003}{280} \tilde{X} - \frac{1920}{7} \tilde{X}^2 + \frac{1024}{35} \tilde{X}^3 \]  \hspace{1cm} (A.7) \\

and

\[ A_{33} = -\frac{544}{21} + \frac{992}{105} \tilde{X} \]  \hspace{1cm} (A.8) \\

Finally:

\[ Y_4 = A_{40} + A_{41} \tilde{S} + A_{42} \tilde{S}^2 + A_{43} \tilde{S}^3 + A_{44} \tilde{S}^4 \]  \hspace{1cm} (A.9) \\

where:

\[ A_{40} = -\frac{135}{32} + \frac{30375}{128} \tilde{X} - \frac{62391}{10} \tilde{X}^2 + \frac{614727}{40} \tilde{X}^3 - \frac{124389}{10} \tilde{X}^4 + \frac{355703}{80} \tilde{X}^5 - \frac{16568}{21} \tilde{X}^6 + \frac{7516}{105} \tilde{X}^7 - \frac{22}{7} \tilde{X}^8 + \frac{11}{210} \tilde{X}^9 \]  \hspace{1cm} (A.10) \\

\[ A_{41} = -\frac{62391}{20} + \frac{614727}{20} \tilde{X} - \frac{1368279}{20} \tilde{X}^2 + \frac{4624139}{80} \tilde{X}^3 - \frac{157396}{7} \tilde{X}^4 + \frac{30064}{7} \tilde{X}^5 - \frac{2717}{7} \tilde{X}^6 + \frac{2761}{210} \tilde{X}^7 \]  \hspace{1cm} (A.11)
Table A.1: Contribution of each term in the relativistic corrections for a standard model for Abell 1835 \((y_0 = 4.34 \times 10^{-4}; \mathcal{F}_1 = 6.48 \text{ Jy}; \mathcal{F}_2 = 11.32 \text{ Jy}; \beta = 0.69, \text{ and } \theta_c = 33.6^\circ\).

The first column gives the contribution to the dimensionless intensity (unscaled by the central Compton parameter), while the second column gives the contribution of each term as a percentage of the first-order (non-relativistic) term.

\[
A_{42} = -\frac{124389}{10} + \frac{6046951}{160} X - \frac{248520}{7} X^2 + \frac{481024}{35} X^3 - \frac{15972}{7} X^4 + \frac{18689}{140} X^5
\]  
(A.12)

\[
A_{43} = -\frac{70414}{21} + \frac{465992}{105} X - \frac{11792}{7} X^2 + \frac{19778}{105} X^3
\]  
(A.13)

and

\[
A_{44} = -\frac{682}{7} + \frac{7601}{210} X
\]  
(A.14)

In the course of the processing the contribution of each term, as a percentage of the non-relativistic thermal SZ intensity (first-order in \(\theta_c\)), were evaluated for an electron temperature of 8.3\text{ keV}. The relative contribution of each of the terms are given in Table A.1.
Appendix B

200601 Bolocam observing run

The complete list of observations for the January 2006 Bolocam run, including the observation period for each file, is included below.
<table>
<thead>
<tr>
<th>Date</th>
<th>Filename</th>
<th>Source</th>
<th>Type</th>
<th>Observing duration (s)</th>
</tr>
</thead>
<tbody>
<tr>
<td>31 Jan 2006</td>
<td>060131_o29</td>
<td>0923p392.4cp39.25</td>
<td>Pointing/ calibration</td>
<td>551.0</td>
</tr>
<tr>
<td>31 Jan 2006</td>
<td>060131_o30</td>
<td>Abell 851</td>
<td>Cluster</td>
<td>2896.0</td>
</tr>
<tr>
<td>31 Jan 2006</td>
<td>060131_o31</td>
<td>0923p392.4cp39.25</td>
<td>Pointing/ calibration</td>
<td>389.0</td>
</tr>
<tr>
<td>31 Jan 2006</td>
<td>060131_o32</td>
<td>0923p392.4cp39.25</td>
<td>Pointing/ calibration</td>
<td>502.0</td>
</tr>
<tr>
<td>31 Jan 2006</td>
<td>060131_o33</td>
<td>0923p392.4cp39.25</td>
<td>Pointing/ calibration</td>
<td>659.0</td>
</tr>
<tr>
<td>31 Jan 2006</td>
<td>060131_o34</td>
<td>0923p392.4cp39.25</td>
<td>Pointing/ calibration</td>
<td>567.0</td>
</tr>
<tr>
<td>31 Jan 2006</td>
<td>060131_o35</td>
<td>Abell 851</td>
<td>Cluster</td>
<td>2916.0</td>
</tr>
<tr>
<td>31 Jan 2006</td>
<td>060131_o36</td>
<td>0923p392.4cp39.25</td>
<td>Pointing/ calibration</td>
<td>524.0</td>
</tr>
<tr>
<td>31 Jan 2006</td>
<td>060131_o37</td>
<td>Abell 851</td>
<td>Cluster</td>
<td>2919.0</td>
</tr>
<tr>
<td>31 Jan 2006</td>
<td>060131_o38</td>
<td>0923p392.4cp39.25</td>
<td>Pointing/ calibration</td>
<td>513.0</td>
</tr>
<tr>
<td>31 Jan 2006</td>
<td>060131_o39</td>
<td>Abell 851</td>
<td>Cluster</td>
<td>2922.0</td>
</tr>
<tr>
<td>31 Jan 2006</td>
<td>060131_o40</td>
<td>0923p392.4cp39.25</td>
<td>Pointing/ calibration</td>
<td>528.0</td>
</tr>
<tr>
<td>31 Jan 2006</td>
<td>060131_o41</td>
<td>Abell 851</td>
<td>Cluster</td>
<td>3011.0</td>
</tr>
<tr>
<td>31 Jan 2006</td>
<td>060131_o42</td>
<td>0923p392.4cp39.25</td>
<td>Pointing/ calibration</td>
<td>668.0</td>
</tr>
<tr>
<td>31 Jan 2006</td>
<td>060131_o43</td>
<td>Abell 851</td>
<td>Cluster</td>
<td>3044.0</td>
</tr>
<tr>
<td>31 Jan 2006</td>
<td>060131_o44</td>
<td>0923p392.4cp39.25</td>
<td>Pointing/ calibration</td>
<td>951.0</td>
</tr>
<tr>
<td>31 Jan 2006</td>
<td>060131_o45</td>
<td>1334-127</td>
<td>Pointing/ cluster</td>
<td>553.0</td>
</tr>
<tr>
<td>31 Jan 2006</td>
<td>060131_o46</td>
<td>Abell 1835</td>
<td>Cluster</td>
<td>3033.0</td>
</tr>
<tr>
<td>31 Jan 2006</td>
<td>060131_o47</td>
<td>1334-127</td>
<td>Pointing/ cluster</td>
<td>566.0</td>
</tr>
<tr>
<td>31 Jan 2006</td>
<td>060131_o48</td>
<td>Abell 1835</td>
<td>Cluster</td>
<td>2957.0</td>
</tr>
<tr>
<td>31 Jan 2006</td>
<td>060131_o49</td>
<td>1334-127</td>
<td>Pointing/ cluster</td>
<td>555.0</td>
</tr>
<tr>
<td>01 Feb 2006</td>
<td>060201_ob9</td>
<td>0458m020</td>
<td>Pointing/ cluster</td>
<td>559.0</td>
</tr>
<tr>
<td>01 Feb 2006</td>
<td>060201_010</td>
<td>ms0451</td>
<td>Cluster</td>
<td>2956.0</td>
</tr>
<tr>
<td>01 Feb 2006</td>
<td>060201_011</td>
<td>0420m014</td>
<td>Pointing/ calibration</td>
<td>681.0</td>
</tr>
<tr>
<td>01 Feb 2006</td>
<td>060201_012</td>
<td>Mars</td>
<td>Pointing/ calibration</td>
<td>21872.0</td>
</tr>
<tr>
<td>01 Feb 2006</td>
<td>060201_013</td>
<td>0923p392.4cp39.25</td>
<td>Pointing/ calibration</td>
<td>590.0</td>
</tr>
<tr>
<td>01 Feb 2006</td>
<td>060201_014</td>
<td>Abell 851</td>
<td>Cluster</td>
<td>3079.0</td>
</tr>
<tr>
<td>01 Feb 2006</td>
<td>060201_015</td>
<td>0923p392.4cp39.25</td>
<td>Pointing/ calibration</td>
<td>959.0</td>
</tr>
<tr>
<td>01 Feb 2006</td>
<td>060201_016</td>
<td>1334-127</td>
<td>Pointing/ cluster</td>
<td>586.0</td>
</tr>
<tr>
<td>01 Feb 2006</td>
<td>060201_017</td>
<td>Abell 1835</td>
<td>Cluster</td>
<td>3095.0</td>
</tr>
<tr>
<td>01 Feb 2006</td>
<td>060201_018</td>
<td>1334-127</td>
<td>Pointing/ cluster</td>
<td>566.0</td>
</tr>
<tr>
<td>01 Feb 2006</td>
<td>060201_019</td>
<td>Abell 1835</td>
<td>Cluster</td>
<td>3012.0</td>
</tr>
<tr>
<td>01 Feb 2006</td>
<td>060201_020</td>
<td>1334-127</td>
<td>Pointing/ cluster</td>
<td>717.0</td>
</tr>
<tr>
<td>01 Feb 2006</td>
<td>060201_021</td>
<td>Abell 1835</td>
<td>Cluster</td>
<td>3104.0</td>
</tr>
<tr>
<td>01 Feb 2006</td>
<td>060201_022</td>
<td>1334-127</td>
<td>Pointing/ cluster</td>
<td>579.0</td>
</tr>
<tr>
<td>01 Feb 2006</td>
<td>060201_023</td>
<td>Abell 1835</td>
<td>Cluster</td>
<td>3179.0</td>
</tr>
<tr>
<td>02 Feb 2006</td>
<td>060202_ob1</td>
<td>1334-127</td>
<td>Pointing/ cluster</td>
<td>562.0</td>
</tr>
<tr>
<td>02 Feb 2006</td>
<td>060202_ob2</td>
<td>Abell 1835</td>
<td>Cluster</td>
<td>3050.0</td>
</tr>
<tr>
<td>02 Feb 2006</td>
<td>060202_ob3</td>
<td>1334-127</td>
<td>Pointing/ cluster</td>
<td>571.0</td>
</tr>
<tr>
<td>Date</td>
<td>File</td>
<td>Time</td>
<td>Description</td>
<td>Cluster</td>
</tr>
<tr>
<td>--------------</td>
<td>----------</td>
<td>--------</td>
<td>------------------</td>
<td>----------------</td>
</tr>
<tr>
<td>03 Feb 2006</td>
<td>060203</td>
<td>ob1</td>
<td>0458m020</td>
<td>Pointing/cluster Cluster</td>
</tr>
<tr>
<td></td>
<td>060203</td>
<td>ob2</td>
<td>ms0451</td>
<td>3092.0</td>
</tr>
<tr>
<td></td>
<td>060203</td>
<td>ob3</td>
<td>0420m014</td>
<td>Pointing/calibration Cluster</td>
</tr>
<tr>
<td></td>
<td>060203</td>
<td>ob4</td>
<td>ms0451</td>
<td>2964.0</td>
</tr>
<tr>
<td></td>
<td>060203</td>
<td>ob5</td>
<td>0420m014</td>
<td>Pointing/calibration Cluster</td>
</tr>
<tr>
<td></td>
<td>060203</td>
<td>ob6</td>
<td>1334-127</td>
<td>Pointing/cluster Cluster</td>
</tr>
<tr>
<td></td>
<td>060203</td>
<td>ob7</td>
<td>Abell 1835</td>
<td>3043.0</td>
</tr>
<tr>
<td></td>
<td>060203</td>
<td>ob8</td>
<td>1334-127</td>
<td>Pointing/cluster Cluster</td>
</tr>
<tr>
<td></td>
<td>060203</td>
<td>ob9</td>
<td>Abell 1835</td>
<td>2956.0</td>
</tr>
<tr>
<td></td>
<td>060203</td>
<td>ob10</td>
<td>1334-127</td>
<td>Pointing/cluster Cluster</td>
</tr>
<tr>
<td></td>
<td>060203</td>
<td>ob11</td>
<td>Abell 1835</td>
<td>3057.0</td>
</tr>
<tr>
<td></td>
<td>060203</td>
<td>ob12</td>
<td>1334-127</td>
<td>Pointing/cluster Cluster</td>
</tr>
<tr>
<td></td>
<td>060203</td>
<td>ob13</td>
<td>Abell 1835</td>
<td>3102.0</td>
</tr>
<tr>
<td>04 Feb 2006</td>
<td>060204</td>
<td>ob1</td>
<td>0420m014</td>
<td>Pointing/calibration Cluster</td>
</tr>
<tr>
<td></td>
<td>060204</td>
<td>ob2</td>
<td>ms0451</td>
<td>3012.0</td>
</tr>
<tr>
<td></td>
<td>060204</td>
<td>ob3</td>
<td>0420m014</td>
<td>Pointing/calibration Cluster</td>
</tr>
<tr>
<td></td>
<td>060204</td>
<td>ob4</td>
<td>ms0451</td>
<td>2944.0</td>
</tr>
<tr>
<td></td>
<td>060204</td>
<td>ob5</td>
<td>0420m014</td>
<td>Pointing/calibration Cluster</td>
</tr>
<tr>
<td></td>
<td>060204</td>
<td>ob6</td>
<td>ms0451</td>
<td>2926.0</td>
</tr>
<tr>
<td></td>
<td>060204</td>
<td>ob7</td>
<td>0420m014</td>
<td>Pointing/calibration Cluster</td>
</tr>
<tr>
<td></td>
<td>060204</td>
<td>ob8</td>
<td>Mars</td>
<td>25105.0</td>
</tr>
<tr>
<td></td>
<td>060204</td>
<td>ob9</td>
<td>1334-127</td>
<td>Pointing/cluster Cluster</td>
</tr>
<tr>
<td></td>
<td>060204</td>
<td>o10</td>
<td>Abell 1835</td>
<td>3064.0</td>
</tr>
<tr>
<td></td>
<td>060204</td>
<td>o11</td>
<td>1334-127</td>
<td>Pointing/cluster Cluster</td>
</tr>
<tr>
<td></td>
<td>060204</td>
<td>o12</td>
<td>Abell 1835</td>
<td>3000.0</td>
</tr>
<tr>
<td></td>
<td>060204</td>
<td>o13</td>
<td>1334-127</td>
<td>Pointing/cluster Cluster</td>
</tr>
<tr>
<td></td>
<td>060204</td>
<td>o14</td>
<td>Abell 1835</td>
<td>3079.0</td>
</tr>
<tr>
<td></td>
<td>060204</td>
<td>o16</td>
<td>Abell 1835</td>
<td>3078.0</td>
</tr>
<tr>
<td>05 Feb 2006</td>
<td>060205</td>
<td>ob1</td>
<td>0420m014</td>
<td>Pointing/calibration Cluster</td>
</tr>
<tr>
<td></td>
<td>060205</td>
<td>ob2</td>
<td>ms0451</td>
<td>3002.0</td>
</tr>
<tr>
<td></td>
<td>060205</td>
<td>ob3</td>
<td>0420m014</td>
<td>Pointing/calibration Cluster</td>
</tr>
<tr>
<td></td>
<td>060205</td>
<td>ob4</td>
<td>ms0451</td>
<td>2945.0</td>
</tr>
<tr>
<td></td>
<td>060205</td>
<td>ob5</td>
<td>0420m014</td>
<td>Pointing/calibration Cluster</td>
</tr>
<tr>
<td></td>
<td>060205</td>
<td>ob6</td>
<td>Mars</td>
<td>485.0</td>
</tr>
<tr>
<td></td>
<td>060205</td>
<td>ob7</td>
<td>Mars</td>
<td>2878.0</td>
</tr>
<tr>
<td></td>
<td>060205</td>
<td>ob8</td>
<td>0420m014</td>
<td>Pointing/calibration Cluster</td>
</tr>
<tr>
<td></td>
<td>060205</td>
<td>ob9</td>
<td>ms0451</td>
<td>2487.0</td>
</tr>
<tr>
<td>06 Feb 2006</td>
<td>060206</td>
<td>ob1</td>
<td>0420m014</td>
<td>Pointing/calibration Cluster</td>
</tr>
<tr>
<td></td>
<td>060206</td>
<td>ob2</td>
<td>ms0451</td>
<td>3011.0</td>
</tr>
<tr>
<td></td>
<td>060206</td>
<td>ob3</td>
<td>0420m014</td>
<td>Pointing/calibration Cluster</td>
</tr>
<tr>
<td></td>
<td>060206</td>
<td>ob4</td>
<td>ms0451</td>
<td>2944.0</td>
</tr>
</tbody>
</table>
Table B.1: Complete observing run for the Jan/ Feb 2006 Bolocam observing run, headed by E. Egami. Observations of science sources (clusters) are bracketed by observations of pointing/ calibration sources. Most of these sources are secondary, although there are also a number of observations of Mars. Clearly, since pointing and calibration sources are intrinsically brighter, observations of these sources need not be as long as for the individual science sources. Indeed, individual observations of the science sources do not produce a high enough signal-to-noise map for the sources to be distinguished.
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