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Abstract

InGaN/GaN based quantum well structures are strained and due to the lack of a centre of symmetry large internal fields are present which skew the potential of the quantum wells, this has a large effect on the properties of these structures. InGaN/GaN based quantum well structures are studied using a theoretical method based on the Pade model and comparison made with experimental results.

The importance of using a correct description for the depletion widths of $p-i-n$ structures for use in interpreting measurements of the internal field is established in this work. Interpreting the results from reverse bias photocurrent absorption measurements of an $\text{In}_{0.1}\text{Ga}_{0.9}\text{N}$ quantum well structure, a value of $-1.9 \text{ MVcm}^{-1}$ for the internal field has been determined, which is within 5% of the field of $-1.8 \text{ MVcm}^{-1}$ calculated using piezoelectric constants interpolated from the binaries. Comparison of the results of the Pade model and experiment demonstrate that the experimental absorption magnitude is an unreliable indication of the internal field due to the carrier extraction efficiency at low bias, hence the absorption peak energy should be used.

Using a theoretical model governed by pumping and recombination processes time-resolved photoluminescence experiments performed at Sheffield University have been modelled. It was found that the observed shift of the emission peak arises from a delicate balance between the contributions from bandgap renormalisation, screening of the internal field and the Coulomb interaction. Comparisons between the free carrier and Pade models, found that the energy shift and magnitude of the peak intensity are underestimated when using the free carrier model. Although the internal field is strongly screened at high carrier density, the increase in the dipole matrix element is small. It was found that at threshold the screened internal field is still of the order of $-1 \text{ MVcm}^{-1}$, hence inclusion of the screened internal field is essential in laser gain-current calculation.
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Chapter 1

Introduction and background.

Gallium nitride has evolved from a research curiosity to an important semiconductor, as the growth and fabrication have improved in recent years [1]. In particular, the development of nitride–based blue–green light–emitting diodes (LEDs) has dramatically opened the spectral range available for semiconductor emitters and the actual and potential impact of these materials is widespread. Applications are in two main markets: one for optoelectronic products—solid state lighting and optical storage; the other for electronic applications that include high power microwave, wireless and satellite communications. However, even though blue and green light emitting diodes and lasers based on GaN are already being mass produced and are commercially available, the light generation mechanisms are poorly understood [2]. GaN has been studied to greater extent than the other III–N materials, but the depth of knowledge is still not as extensive as for Si and GaAs for example [3]. InGaN/GaN structures are strained due to lattice mismatch and because of the lack of centre of symmetry this generates a large internal field of the order of MVcm$^{-1}$. By improving the knowledge of the internal field, the structural design and hence the performance can be improved [4, 5]. This can be achieved by experimentally investigating these structures using different techniques, and through the simulation of the working device, yielding further understanding of the intrinsic properties of InGaN/GaN structures.
CHAPTER 1. INTRODUCTION AND BACKGROUND.

1.1 Introduction.

In this chapter a background of the laser is covered in section 1.2. In section 1.3, a brief history and background to GaN based structures is introduced. I have assumed a general knowledge of semiconductor physics and have only included a description of features specific to the GaN/InGaN material system. In section 1.4 the properties of GaN are introduced, with the structure and substrate covered in sections 1.4.1 and 1.4.2 respectively. In sections 1.4.3 and 1.4.4 the issue of strains and internal field are introduced. In section 1.5, the general applications of GaN based devices are discussed, with the specific cases of optical storage and LEDs covered at greater length in sections 1.5.1 and 1.5.2 respectively. Finally in section 1.6 the chapter is summarised.

1.2 Lasers.

Is this section a brief introduction to the laser is covered, many books address this topic and the interested reader is referred to books written by Kittel [6], Sze [7] and Coldren and Corzine [8] for further information.

The word 'laser' is an acronym for light amplification by stimulated emission of radiation and can be thought of as way to control the release of photons by energised atoms. A material, which contains atoms in the excited states, emits radiation when electrons fall from the higher energy levels to the lower levels. This process normally occurs randomly and is known as spontaneous emission. The emitted radiation is incoherent and travels in all directions. The energy of the photon i.e. the colour of the light, depends on the energy gap between the excited and ground states, for a semiconductor this is known as the bandgap and depends on the material system. The process can also be induced and this is known as stimulated emission, this happens when a photon causes the transition of the electron to the lower state and in doing so another photon is emitted. The two photons have the same phase, frequency and direction. Stimulated emission from an inverted population was
first demonstrated by Townes in 1954, this was done using a maser which is a laser operating at microwave wavelengths. The first true laser was developed by Maiman, using a ruby crystal in 1960.

A laser is designed so that the rate of stimulated emission surpasses that of spontaneous emission. For this to occur the photon density must be large and the population must be inverted i.e. more electrons must be in the upper (conduction) than the lower (valence) state. Population inversion can be achieved by optical or electrical means; solid state and gas lasers e.g. ruby are optically pumped and semiconductor lasers such as GaAs are electrically pumped. We shall concentrate on semiconductor lasers in this work but the reader is referred to books such those written by Siegman [9] and Silfvast [10] for information on the other laser types.

A light emitting diode consists of a p–n junction and when a current is applied, electrons and holes are injected into the n–type and p–type regions respectively. The increased carrier density leads to the recombination of electrons and holes at the junction and the creation of photons by spontaneous emission. As it is difficult to grow large crystals that are pure enough to emit light, thin pure layers are grown by epitaxy on top of a poorer quality substrate. If the substrate and epitaxial layers are not lattice matched, defects can occur which degrade the optical quality and this is discussed in section 1.4.2. The operation of the semiconductor laser is characteristically the same as an LED, but a waveguide is introduced to confine the light and the opposite faces of the semiconductor are cut and polished, this forms a optical cavity, so laser light is reflected back and forth within the crystal promoting stimulated emission. The light emitted by lasers is coherent and monochromatic.

The structure described above is a homojunction because the material is the same on both sides of the junction, but almost all practical injection lasers are based on the double heterostructure which was proposed by H. Kroemer, for which he received the Nobel Prize for physics in 2000. In this a layer of narrower bandgap and higher refractive index material known as the active region is sandwiched between two layers of wider bandgap material. The potential barrier on each side prevents the flow of electrons to the p–type and holes to the n–type region, respectively [6],
hence the double heterostructure allows laser action at much lower current densities than a homojunction device. If the thickness of the active layer is close to the De-Broglie wavelength, which is around 10 nm for semiconductors then quantum effects become apparent and the quantised electron energies take on a discrete nature [11].

The optical field is confined by the higher refractive index of the active region and the fraction of the total light intensity in the active layer is known as the confinement factor. The materials used in the heterostructure must have similar lattice constants, which restricts the choice of material. If there are differences between the lattice constants of the heterostructure strains occur which can have large effects on the operation of these devices and this is discussed further in the following sections and in chapter 2. In figure 1.2.1 is a plot of lattice constant as a function of bandgap for selected III–V zinc blende semiconductors, the visible spectrum covers the energy range from approximately 1.8 to 3.1 eV.

The Optoelectronics industry has long been dominated by devices based on GaAs which emits in the infrared and by alloying with Al to form AlGaAs red emission can be achieved. Arsenic and phosphorus compounds suffer from an indirect bandgap as the bandgap gets larger, hence the compounds of GaP, AlP and AlAs which are shown in Figure 1.2.1 all have an indirect bandgap. In an indirect bandgap the conduction band minimum and the valence band maximum occur at different points in reciprocal space and hence a phonon and photon are emitted during a transition in order to conserve energy and momentum. Because this is a three particle process the lifetime of radiative transitions is long compared to non-radiative transitions in indirect bandgap structures, hence the radiative efficiency is low. Commercial devices are therefore made from direct bandgap compounds. Thus devices with increasing optical output and reliability, in a increasing range of colours have appeared on the market, but until recently no efficient device at the blue end of the spectrum was available. The creation of an efficient blue emitting device was a stumbling block for some time, without it displays using LED clusters and projection displays using solid state lasers based on LEDs, could not achieve a satisfactory white. In the following section a history of GaN and other blue emitting
1.3 History of gallium nitride.

Although early progress with GaN as a blue emitter was promising, p-type doping was difficult to achieve, hence most of the research in the early 1990s was based on materials such as ZnSe and SiC. Commercial devices based on SiC were available, but due to the indirect bandgap these were inefficient light emitters and hence were not of a sufficient brightness to be of wide interest. Hence, research into the blue LEDs and laser diodes was based on ZnSe because the crystal growth was simpler in terms of lattice matched substrate and growth temperature compared with GaN. In 1991, the 3M company announced the first ZnSe based II–VI based blue laser diode, but the large degradation and hence short lifetimes of these structures resulted in difficulties in the commercialisation of these devices. The problem of p-type doping
of GaN was solved by Amano et al. [13] using low-energy electron-beam irradiation (LEEBI). They found that the LEEBI treatment of Mg-doped GaN reduced the resistivity and enhanced the PL efficiency of MOVPE-grown Mg-doped GaN p–n LEDs. Nakamura et al. of the Nichia company in Japan went on to show that using high temperature annealing p–type material could be achieved and the development of the first high brightness (over 1 candela) GaN LED in 1993 completed the range of primary colours. Nakamura also used the epitaxial lateral overgrowth technique (ELOG), this is a two stage growth process which produces GaN of very high structural quality. Using photomasking techniques silicon oxide mask stripes were grown on the GaN surface followed by GaN regrowth which nucleates only on the exposed GaN seed surfaces between the stripes [14]. High-quality GaN then grows laterally over the mask stripes, where it is unaffected by threading dislocations in the GaN seed layer and hence has very low defect densities [15]. Hence, Nichia were the early leaders in InGaN LED and laser diode technology, announcing commercially available blue GaN LEDs in 1993, green LEDs in 1995 [16], white LEDs in 1996 [17] and violet laser diodes in 1999 [18]. As a result of the breakthroughs at Nichia, most of the leading lighting application companies focused their attention on GaN as a medium for blue LEDs and laser diodes. In the past few years the group III nitride semiconductors have demonstrated their potential for advancing optical technologies across a range of applications and this is discussed in section 1.5. In addition, by alloying GaN with InN and AlN, the GaN based material system has the potential to be fabricated into devices which have active wavelengths from the red to the ultraviolet [3]. GaN based structures have been the subject of intensive research and product development for the past ten years and the dramatic increase in recent years of publications concerning GaN related issues can be seen in Figure 1.3.1. In addition to the problems already highlighted above, experiments have shown the presence of indium fluctuations in InGaN quantum wells due to localization during growth, as found for example by Cho et al. [21]. This is because at typical growth temperatures InGaN is unstable and phase separation into high and low indium phases occurs. Localised fluctuations in indium composition cause inhomogeneous
broadening of the gain spectrum. This has been modelled by Chow et al. [22–24], who express the inhomogeneous broadened spectrum as the statistical average of the homogeneously broadened spectrum (discussed in sections 3.3 and 4.7). Inhomogeneous broadening due to fluctuations in indium composition was found to cause reduction in gain and a red–shift of up to 130 meV [22]. Also, strong absorption at energies less than the bandgap has also been observed from AlN grown at low temperature [25], this can be explained by high defect or doping densities under the band edge which causes the formation of states which extend the bands into the energy gap. This is known as band tailing [26, 27]. The extent of band tailing in the forbidden energy band gap can be calculated using the Urbach equation and is a measure of the disorder in the material [28]. The effects of composition fluctuations and band tailing have not been taken into account in the results presented in this thesis.
1.4 Properties of gallium nitride.

The structural details of GaN are discussed in section 1.4.1 with the zinc blende and wurtzite formation detailed in sections 1.4.1.1 and 1.4.1.2, respectively. The substrate is described in section 1.4.2. Due to lattice mismatch InGaN/GaN structures experience large strains and these induce an internal field which is discussed in sections 1.4.3 and 1.4.4. Some of the applications of these devices are discussed in section 1.5.

1.4.1 Structure.

Some III–V materials are allotropic and either form a zinc blende (cubic) or wurtzite crystal structure. In ambient conditions, GaN favours the wurtzite crystal structure, as it is thermodynamically stable and minimises the free energy [1, 3, 29]. Zinc blende crystal structures can be grown by modifying the substrate and growth conditions [1, 29, 30], i.e. epitaxial growth of thin films on (011) crystal planes of cubic substrates such as Si, MgO and GaAs. In this case the tendency to form the thermodynamically stable wurtzite structure, has been overcome to produce metastable zinc blende structure, due to topological constraints. A third structure, rock–salt, can be induced under high pressure conditions [3, 7]. The cohesive energy of both zinc blende and wurtzite is quite similar [31], as the nearest neighbours are the same for both and it is the bond angle of the second nearest neighbours which determines the type of structure [31]. Most of the work completed so far has been on wurtzite structures, grown on a sapphire substrate (section 1.4.2), although there are advantages in using the zinc blende structures such as mirror facets compatible with GaAs substrates [32]. Hence both zinc blende and wurtzite structures have important applications in semiconductors and these structures are discussed in further detail in sections 1.4.1.1 and 1.4.1.2 respectively.
1.4.1 Zinc blende.

In diamond each carbon atom forms covalent bonds with its four nearest neighbours which are arranged at the corners of a regular tetrahedron. Each carbon atom has four valence electrons which are effectively shared between it and one of its four nearest neighbours. This forms the chemical covalent bond, and there is no transfer of electric charge between different lattice locations. Hence there are eight shared electrons in four pairs of opposite spin in the outer shell of the carbon atom, which results in a very stable low energy structure [34]. Elemental semiconductors such as Si, Ge, and C, fall in this category [35]. The atoms can be split into two groups, to form a fcc Bravais lattice and a fcc lattice displaced by one quarter of a unit cell in the [111] direction and these differ only by the bond orientation to the nearest neighbour. If the atoms in the two groups are different, the structure is known as zinc blende, compound semiconductors such as GaN, GaAs and AlAs, fall into this category [35] and the structure of zinc blende GaN is shown in Figure 1.4.1. The group III–V zinc blende structure is composed of layers of anions, group V, and of cations, group III, the (111) plane is defined with the cation layer uppermost and the (111) plane is when the anion layer is uppermost.
1.4.1.2 Wurtzite.

Wurtzite is a hexagonal close packed structure and consists of two interpenetrating simple hexagonal Bravais lattices. The planes can be described by a set of three Miller indices, as for zinc blende, but it is conventional to use a set of four Miller indices \([31]\). Hence a plane can be categorized as \((1\bar{1}00)\) or \((0001)\) for example, the fourth index is the intercept on the \(c\)-axis and the sum of the first three Miller indices must be zero \(\sum_{i=1,3} a_i = 0\). The main difference between wurtzite and zinc blende structures occurs in the stacking sequence of the closest packed diatomic planes. The stacking sequence is ABCABC in the \((111)\) plane for zinc blende and ABABAB in the \((0001)\) plane for wurtzite, where A, B, and C denote the atomic double layer and are the possible sites for densely packed layers \([36]\). Which is due to a 60 degree rotation in zinc blende and a mirror image but no in-plane rotation with bond angles in wurtzite \([3]\). The structure of wurtzite can be seen in Figure 1.4.2. Nitride based wurtzite structures demonstrate an appreciable birefringence and optical gain occurs only for the TE mode as a result of their low symmetry \([37, 38]\). The results discussed in this thesis are for devices with wurtzite structure. GaN is relatively chemically unreactive, with the N-face material being more reactive than the Ga-face material \([39]\), which shown in Figure 1.4.3. The polarity of the crystal, i.e. whether the anion or the cation bonds face the surface,
determines the polarization orientation, most III–nitride devices are grown with cation polarity [40].

Figure 1.4.3: Ga–face (cation) and N–face (anion) wurtzite structure [41].

### 1.4.2 Substrate.

One of the basic problems still limiting InGaN device development is the lack of a suitable substrate material. For epitaxial growth, ideally there should be a zero percent lattice mismatch between the substrate and epitaxial materials. This allows crystalline growth of the epitaxial materials without any dislocations (defects), which is important to achieve a reliable, high–power laser. In the epitaxial growth of narrow bandgap II–VI or III–V materials, GaAs is used as a substrate, the lattice mismatch is almost zero and hence they are essentially lattice matched. For the wider bandgap materials such as GaN, this was a serious issue, as a lattice–matched substrate was unavailable. Normally, a single crystal substrate is produced by melting at high temperature a semiconductor crystal such as silicon or GaAs and then letting it cool and coagulate [42]. At the high pressures, $2 \times 10^{19}$ Pa, and temperatures, 1800°C, needed to produce crystals from the melt [18], GaN evaporates and decomposes. Hence GaN substrates cannot be produced by this method and recently new techniques using vapour phase technology, have been developed [42]. These grow GaN crystal on a substrate made of a material other than GaN, and then the substrate is removed to obtain a GaN single crystal. SiC and sapphire ($Al_2O_3$)
have been the two most commonly used substrates for III-V nitrides, with the benefits of shared hexagonal symmetry and high temperature stability. The majority of GaN LEDs and laser structures have been grown on sapphire substrates due to cost issues over SiC. The use of Sapphire as a substrate is not completely satisfactory because of a 13.5% mismatch of the lattices of GaN and sapphire, and hence the early crystals of GaN grown on sapphire suffered from poor quality. Researchers at Nichia solved the problem of the lattice mismatch between the substrate and GaN by creating a buffer layer of aluminium nitride (AlN) on the sapphire substrate before the GaN crystal is formed. This layer prevented crystal dislocations affecting the active region [12], hence devices still work efficiently, despite the large lattice mismatch. Also the cleaving of laser mirrors from GaN based materials grown on sapphire substrates is challenging, because there is a 30° difference in the angle of the cleaved planes of GaN and sapphire [38]. The early successes in the growth of bulk GaN was lead by Porowski at the High Pressure Research Centre based in Poland and more recently research has led to the growth of GaN substrates e.g. Cree [43].

1.4.3 Strain.

In addition to the lattice mismatch between the substrate and epilayer as discussed in section 1.4.2, the impact of which can be reduced by using a buffer layer, there is a lattice mismatch between the well and barrier materials which causes strain. For an InGaN/GaN quantum well device, there are large strains generated due to the lattice differences of InN and GaN of \( a = 3.49 \) and \( 3.15 \) Å respectively. Hence the quantum well region is under biaxial compression, as the larger lattice of InGaN is constrained to that of GaN. For the case of a GaN/AlGaN structure, the quantum well is under tensile strain, due to the smaller lattice constant of 3.08 Å for AlN. The strains affecting these structures are discussed in further detail in sections 2.4 and 4.5. These strains induce an internal field in the structure which has a large effect on the operation and performance of these devices, and this is discussed in
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further detail in section 1.4.4 and in chapter 2. If the quantum well exceeds a
critical thickness the energy stored will break the bonds and strain will be relieved
by dislocations. The devices discussed in this thesis incorporate layers which are
sufficiently thin to avoid this and hence strain relaxation can be neglected.

1.4.4 Internal field.

One of the main differences between GaN and other semiconductor material systems
is the large internal field present in the well and which will therefore be one of the
foci of this thesis. This field can be split into contributions from the piezoelectric
and spontaneous fields. The piezoelectric effect was discovered in 1880 by Curie
and is the electrical polarization of crystals without a centre of symmetry upon
the application of a mechanical force [44, 45]. The inverse piezoelectric effect also
exists, applying an electric field causes a change in length of the crystal [46]. A
quartz watch contains a piece of vibrating quartz, whose period is accurate to one
part per million due to its piezoelectric properties [47]. In addition these structures
are pyroelectric and display spontaneous polarization, which is due to the partially
filled unit cells at the well–barrier interface. This causes a polarization density even
without an external field and wurtzite has the highest symmetry that still displays
this property. The piezoelectric field is proportional to the lattice mismatch induced
strain discussed in section 1.4.3, and the piezoelectric coefficients of InGaN/GaN
based structures, are 10 times larger than other III–V materials and up to 100
times larger than non–ferroelectric piezoelectrics e.g. quartz [48, 49]. Hence, the
InGaN/GaN structures discussed in this thesis are dominated by the piezoelectric
field, although structures such as GaN/AlGaN have a much larger spontaneous
polarization contribution. Hence the spontaneous and piezoelectric components of
the internal field must be taken into account when calculating the strained and
optical properties of wurtzite structures, and these are discussed in further detail
in section 2.
1.5 Applications of gallium nitride.

GaN based structures come under the class of direct wide bandgap semiconductors, with a bandgap of 3.44 eV at room temperature [50, 51], and by alloying with InN and AlN, bandgap energies in the range of 0.8–6.2 eV can be obtained [2]. GaN based materials have high thermal conductivity and breakdown field, with values of 1.3 Wcm\(^{-1}\)K\(^{-1}\) and 5 MVcm\(^{-1}\) respectively, this compares to values of 0.55 Wcm\(^{-1}\)K\(^{-1}\) and 0.4 MVcm\(^{-1}\) for GaAs [52]. Hence GaN based devices have applications in high power, frequency and temperature devices [1, 53]. The development of GaN based blue light emitting diodes and lasers has allowed the whole wavelength range of the visible spectrum to be covered by semiconductor emitters, hence white lighting and full-colour displays are now possible using LEDs [16]. These devices have found commercial markets in a wide range of applications, including printing, lighting, medicine and solar blind detectors to name but a few [16, 20, 54–56]. The following two sections in this chapter go on to cover in further detail, applications in optical data storage (section 1.5.1), and the lighting potential of GaN devices (sections 1.5.2).

1.5.1 Optical storage.

Table 1.5.1: Comparison of optical storage methods [54, 57, 58].

<table>
<thead>
<tr>
<th></th>
<th>CD</th>
<th>DVD</th>
<th>Blu–ray</th>
</tr>
</thead>
<tbody>
<tr>
<td>Wavelength (nm)</td>
<td>780</td>
<td>650</td>
<td>400</td>
</tr>
<tr>
<td>Colour</td>
<td>Infrared</td>
<td>Red</td>
<td>Blue</td>
</tr>
<tr>
<td>Storage (GB)</td>
<td>0.7</td>
<td>4.7</td>
<td>27</td>
</tr>
<tr>
<td>Material</td>
<td>AlGaAs</td>
<td>AlGaInP</td>
<td>InGaN</td>
</tr>
<tr>
<td>Numerical aperture</td>
<td>0.5</td>
<td>0.6</td>
<td>0.85</td>
</tr>
<tr>
<td>Spot size (μm)</td>
<td>0.9</td>
<td>0.5</td>
<td>0.2</td>
</tr>
</tbody>
</table>

The sixfold increase in storage density between a DVD and a CD, was achieved by altering the wavelength of the recording laser and using a lens with a greater ability to gather light and resolve detail (numerical aperture) i.e. a higher numerical
aperture and a shorter wavelength result in a smaller laser spot size. This permits the beam to be focussed with much higher precision and a reduction of the Track pitch. In 2003 the ‘Blu-ray’ system based on InGaN, which was jointly developed by ten leading consumer electronics companies, was declared as the next industry standard for optical storage [57]. The Blu-ray system has a numerical aperture of 0.85 and a laser wavelength of 400 nm.

Whereas a DVD consists of 0.6 mm disc with 0.6 mm protective coating, a Blu-ray uses a 1.1 mm disc with a protective layer of only 0.1 mm. The recording layer is therefore very close to the surface of the disc and hence is more vulnerable to accidental scratches. As the laser has less material to read through, a higher numerical aperture can be used, a lower track pitch, a smaller pit length and therefore more storage compared to DVD [59]. The relative capabilities and design features of CDs, DVDs and Blu-ray are summarised in table 1.5.1.

1.5.2 LEDs.

Table 1.5.2: Comparison of light bulbs and LEDs for traffic light applications [54].

<table>
<thead>
<tr>
<th></th>
<th>Light bulbs</th>
<th>LEDs</th>
</tr>
</thead>
<tbody>
<tr>
<td>Power consumption</td>
<td>70 Watts</td>
<td>20 Watts</td>
</tr>
<tr>
<td>Replacement interval</td>
<td>6–12 months</td>
<td>5–10 years</td>
</tr>
<tr>
<td>Failure Mode</td>
<td>Sudden total failure</td>
<td>Gradual decrease</td>
</tr>
<tr>
<td>Visibility</td>
<td>filter: reflects sunlight</td>
<td>Direct</td>
</tr>
</tbody>
</table>

Previously, indirect bandgap materials e.g. gallium phosphide and silicon carbide were used to produce green and blue LEDs. These devices were often doped to increase recombination via impurities and had quantum efficiencies of 0.02% [60]. The discovery of direct bandgap nitride LEDs in 1995, with quantum efficiencies of 12% [60], made these indirect bandgap devices obsolete [12]. A positive feature is that InGaN LEDs do not contain any toxic elements such as arsenic or phosphorus, and hence are more environmentally friendly [61]. White light can be produced by using LEDs either by combining red, green, and blue LEDs in a cluster device or by
coating a blue InGaN LED with phosphors [62]. These developments have led to bulbs and fluorescent tubes being replaced by white light solid-state devices [16], and the relative benefits of LEDs over light bulbs for use in traffic lights is shown in table 1.5.2. As LEDs use one quarter of the electricity of a conventional light bulb and last ten times longer (filament bulb traffic lights are replaced once a year in Japan, for safety reasons), the potential savings are huge [16].

1.6 Summary.

In this chapter the importance of research into GaN based devices has been described and a brief history and background of GaN based structures has been presented in section 1.3. Some of the more striking differences from conventional III–V materials have been detailed. These concern the structure, both zinc blende and wurtzite and the substrate which were covered in sections 1.4.1 and 1.4.2 respectively. The issues of strain and internal field were briefly introduced in sections 1.4.3 and 1.4.4 respectively and these are discussed in further detail in chapter 2. The general applications of GaN based devices were discussed in section 1.5, with optical storage and LEDs covered at greater length in sections 1.5.1 and 1.5.2 respectively.

1.7 Rationale and outline.

Although commercial devices based on GaN are now available, many of the fundamental parameters remain undefined with any degree of certainty. One of these is the internal field as discussed in section 1.4.4, which is of the order of MV cm\(^{-1}\) in InGaN/GaN based devices and has huge effects on all aspects of device operation and performance. By investigation into the internal field, a better understanding and optimisation of these devices can be accomplished. This is achieved by making comparisons between results obtained using a theoretical model originally developed by Chow and Koch [24] and experimental work performed by Pope [63] and Olaizola Izquierdo [64].
In chapter 2, the strain induced piezoelectric and spontaneous polarization fields in InGaN/GaN quantum wells are introduced. The effects of carrier screening at higher carrier densities are discussed and an approximation for this screening is developed.

In chapter 3, the microscopic gain theory developed by Chow and Koch [24] is presented, this is based on the semiconductor Bloch equations, and solved at the level of the screened Hartree–Fock approximation. The many body Coulomb effects, which cause renormalisation of the bandgap and Coulomb enhancement are taken into account.

In chapter 4, material parameters and the contributions to the Pade model are investigated. In addition the developments and adaptations made to permit simulation of InGaN/GaN structures are detailed.

In chapter 5, the internal fields in InGaN/GaN structures are investigated as there are large reported differences between values obtained from theoretical and experimental methods. This is achieved by analysing experiments reported in the literature [65, 66] and those of Pope [63], and includes the development of a valid approximation of the depletion width for these structures. Finally, comparisons of the values of the internal field obtained from the experimental results and from interpolation of the piezoelectric constants of the binaries are made.

In chapter 6, time–resolved photoluminescence experiments performed by Olaizola Izquierdo [64], which display an initial blue–shift of the energy of the peak intensity followed by a subsequent red–shift are presented. Using a theoretical model governed by pumping and recombination processes these results are investigated, permitting further understanding of properties such as the screening of the internal field, carrier lifetimes, dipole matrix element and gain.

Finally in chapter 7 the thesis is concluded with a summary of key results and possible directions for further work.
Chapter 2

Internal field.

2.1 Introduction.

As a result of lattice mismatch between the well and barrier layers InGaN/GaN structures are highly strained and this generates an internal field as first discussed in sections 1.4.3 and 1.4.4, which is of the order of $\text{MVcm}^{-1}$ [67, 68]. This skews the well and causes spatial separation of the electron and hole wavefunctions, this is shown in figure 2.1.1 for the case of an ideal square (left) and a skewed (right) quantum well. Even though the energy of the bandgap is the same for a ideal quantum well.

![Figure 2.1.1: The well shape and wavefunction for an ideal square (left) and skewed (right) quantum wells.](image-url)
square and skewed quantum well, the skewed well has a lower transition energy as can be seen in Figure 2.1.1. In addition parity is no longer a good quantum number, as mixing between the confined states has occurred and the ground state contains properties of the second and higher order states. Thus transitions that were forbidden due to parity rules in the square well case, may be observed in the skewed well. The field causes spatial separation of the electron and hole wavefunctions to opposite sides of the quantum well. This reduces the overlap of the electron and hole wavefunctions and hence the interband optical matrix elements [32, 37, 69–72]. The optical gain in these structures is strongly dependent upon the overlap of the electron and hole wavefunctions, hence the internal field has a large effect on the magnitude and spectrum of the gain and this is discussed in more detail in chapter 6.

In this chapter the internal field is discussed in section 2.2, this is composed of spontaneous and piezoelectric fields with are discussed in sections 2.3 and 2.4 respectively. Section 2.5 goes on to look at the screening of the internal field due to charge carriers at high densities and in section 2.6 an approximation for the screening field is derived.

2.2 Internal field.

The total internal field, $E_{\text{int}}(0)$, can be written as

$$E_{\text{int}}(0) = E_{\text{sp}} + E_{\text{pz}},$$  \hspace{1cm} (2.2.1)

where $E_{\text{sp}}$ and $E_{\text{pz}}$ are the spontaneous polarization and piezoelectric fields, which are covered in further detail in sections 2.3 and 2.4 respectively. In addition, there is a carrier dependent screening field which is covered in section 2.5, this is only important at higher carrier densities. For structures under biaxial tensile strain, e.g. GaN/AlGaN, both the spontaneous and the piezoelectric polarizations point in the (0001) direction, which is from substrate to surface (gallium to nitrogen face). If
2.3 SPONTANEOUS POLARIZATION.

the structure is under biaxial compressive strain, e.g. InGaN/GaN, the direction of the piezoelectric polarization is reversed to point in the \((0001)\) direction, hence the spontaneous and the piezoelectric polarization oppose each other \([70, 73]\). The spontaneous polarisation is much smaller than the piezoelectric field in \(\text{In}_x\text{Ga}_{1-x}\text{N}/\text{GaN}\) structures \([4, 48]\) and the importance and relative contributions of the piezoelectric and spontaneous fields with increasing indium content in \(\text{In}_x\text{Ga}_{1-x}\text{N}/\text{GaN}\) structures are discussed in section 4.5. If the energy stored due to strain is large enough to break the bonds, dislocations develop and strain relaxation will occur, hence the piezoelectric field will tend to zero. From X-ray diffraction intensity experiments, a single layer of 40 nm \(\text{In}_x\text{Ga}_{1-x}\text{N}/\text{GaN}\) for indium fractions in the range of \(x = 0 - 0.2\) was found to be fully strained \([74-76]\). Hence it can be assumed that strain relaxation will not take place in the structures considered in this thesis, which are for narrower wells and smaller indium contents.

2.3 Spontaneous polarization.

A crystal exhibits spontaneous polarization (also know as pyroelectricity) if the primitive cell contains a dipole moment i.e. the positive charge is in a different spatial location to that of the negative charge \([30]\). The sum of the dipole moments of an infinite crystal is zero as the crystal as a whole is neutral and there is no spontaneous polarization. Whereas in a finite crystal the surface cells are partially filled and therefore charged, the overall polarization is the product of the number of primitive unit cells and the dipole moment. Under normal conditions the dipole moment is masked by neutralising layers of ions which collect on the faces of the crystal. These evaporate upon heating of the crystal and hence the effect was thought to be produced by heat, this is the origin of the name pyro which is Greek for fire \([45, 77, 78]\). In a quantum well structure the masking effects do not happen because of the growth conditions. The overall spontaneous polarization of a quantum well, \(E_{sp}\), can be written as the difference in the spontaneous polarizations
of the barrier, $E_{sp}^b$, and quantum well, $E_{sp}^q$, layers [40, 79, 80]

$$E_{sp} = E_{sp}^q - E_{sp}^b.$$  \hfill (2.3.1)

The wurtzite structure has the highest symmetry that still displays spontaneous polarization, as it lacks a centre of symmetry [48, 81–84]. The direction of polarization depends on the polarity of the crystal, i.e. whether the bonds are from cation to anion sites or visa versa. The accepted convention for the [0001] axis (c—direction) is that it points from the anion (N) plane to the cation (Ga) plane, known as N polarity. GaN wurtzite structures under consideration here are grown with the bonds going from gallium to nitrogen along the c—direction, hence the spontaneous polarization points in the [0001] direction [48, 70].

2.4 Piezoelectric field.

In the epitaxial growth of a thin layer of InGaN on GaN the new layers are constrained to form with the same unit cell as the previous layers and the lattice mismatch between the layers of different composition causes stress and strain to occur. The lattice constant of InN is larger than GaN, so as the indium content increases, the compressive strain within a InGaN quantum well increases [85]. As discussed in section 1.4.4, the strain displaces the positive and negative charge centers by different amounts creating dipoles, and the nonuniform charge distribution within the unit cell of the crystal induces the piezoelectric field [40, 47, 86–88]. For a quantum well, the growth can be assumed to be pseudomorphic, so the structure is isotropic in the basal $x - y$ plane i.e. the strains in the $x$ and $y$ planes are equal, $e_{xx} = e_{yy}$ [67]. For the case of a quantum well, the strain can be written as the
difference in the lattice constants for the well and barrier material [89]

\[
\begin{align*}
    e_{xx} &= e_{yy} \\
    &= \frac{a_b - a_q}{a_q} \\
    e_{zz} &= \frac{c_b - c_q}{c_q},
\end{align*}
\]  

(2.4.1)  

(2.4.2)

where the lattice constants are \( a \) in the \( x \) and \( y \) directions and \( c \) in the \( z \) direction, respectively. If the strains are too large or the well width exceeds a critical thickness, strain relaxation occurs by the formation of crystal dislocations [8], which severely degrades the optical quality and the piezoelectric field tends to zero [12, 80]. The critical thickness of \( \text{In}_x\text{Ga}_{1-x}\text{N} \) for \( x < 0.15 \) has been reported to be larger than 40 nm [82]. Hence, in sufficiently thin quantum wells the strain arising from lattice mismatch can be accommodated elastically, as long as the energy stored is insufficient to create dislocations [18]. In the case of a quantum well device with thin wells and relatively wide barriers, it is valid to assume that the barriers are unstrained as strain relaxation has taken place and that the well is strained due to the lattice mismatch between the well and barrier [79].

Using Hooke's law the relationship between the applied stress, \( \sigma_{ij} \), and the strain, \( e_{kl} \), can be described using

\[
\sigma_{ij} = \sum_{k,l} C_{ijkl} e_{kl},
\]

(2.4.3)

where \( C_{ijkl} \) are the elastic stiffness constants [8, 73]. The subscripts \( i \) and \( j \) indicate the direction of the piezoelectric field and strain respectively, where \( j=1-3 \) and \( j=4-6 \) corresponds to strain and shear strain respectively, see figure 2.4.1 [46]. As a consequence of spatial symmetry, Voigt notation can be used to reduce the fourth
rank tensor of $C_{ijkl}$ to a 6×6 matrix [73]. Thus, by applying the mapping [30, 45]

$$
xx \rightarrow 1 \quad yz, xy \rightarrow 4 \\
yy \rightarrow 2 \quad zx, xz \rightarrow 5 \\
zz \rightarrow 3 \quad xy, yx \rightarrow 6,
$$

allows Hooke's law to be simplified to [90]

$$
\sigma_i = \sum_j C_{ij}e_j, \quad (2.4.5)
$$

As the stiffness matrix is symmetric, $C_{ij} = C_{ji}$, the maximum number of independent values for the elastic stiffness constants is 21, and the 6×6 matrix for wurtzite
structures can be rewritten as [30, 73]

\[
\begin{bmatrix}
\sigma_{xx} \\
\sigma_{yy} \\
\sigma_{zz} \\
\sigma_{xy} \\
\sigma_{yz} \\
\sigma_{xz}
\end{bmatrix} =
\begin{bmatrix}
C_{11} & C_{12} & C_{13} & 0 & 0 & 0 \\
C_{12} & C_{22} & C_{13} & 0 & 0 & 0 \\
C_{13} & C_{13} & C_{33} & 0 & 0 & 0 \\
0 & 0 & 0 & C_{44} & 0 & 0 \\
0 & 0 & 0 & 0 & C_{55} & 0 \\
0 & 0 & 0 & 0 & 0 & \frac{C_{11}-C_{12}}{2}
\end{bmatrix}
\begin{bmatrix}
e_{xx} \\
e_{yy} \\
e_{zz} \\
e_{xy} \\
e_{yz} \\
e_{xz}
\end{bmatrix}. \tag{2.4.6}
\]

The crystal is biaxially strained in the (0001) plane (x–y direction) and it expands and contracts in the [0001] direction (z direction), hence, \(\sigma_{xx} = \sigma_{yy} \) and \(\sigma_{zz} = 0\), and the shear stresses can be assumed to be negligible [73]. Hence using equation 2.4.6, the stress in the x, y and z directions can be written as

\[
\begin{align*}
\sigma_{xx} &= C_{11}e_{xx} + C_{12}e_{yy} + C_{13}e_{zz} \tag{2.4.7} \\
\sigma_{yy} &= C_{12}e_{xx} + C_{22}e_{yy} + C_{13}e_{zz} \tag{2.4.8} \\
\sigma_{zz} &= C_{13}e_{xx} + C_{13}e_{yy} + C_{33}e_{zz} = 0, \tag{2.4.9}
\end{align*}
\]

where the strains in the x and y directions are the same, \(e_{xx} = e_{yy}\). By rearranging equation 2.4.9, the strain in the z direction, \(e_{zz}\), can be written in terms of strain in the x direction, \(e_{xx}\), as [8]

\[
\begin{align*}
e_{zz} &= -\frac{C_{13}}{C_{33}}(e_{xx} + e_{yy}) \\
&= -2\frac{C_{13}}{C_{33}}e_{xx}. \tag{2.4.10}
\end{align*}
\]

This contains Poisson’s ratio, \(\nu\), which is the dimensionless ratio of transverse strain to longitudinal strain [73, 89, 91, 92]

\[
\nu = -\frac{e_{zz}}{e_{xx}} = 2\frac{C_{13}}{C_{33}}. \tag{2.4.11}
\]
The stresses in the $x$ and $y$ directions are the same, $\sigma_{xx} = \sigma_{yy}$, and by substitution of equation 2.4.10, the stress in the $x$ plane, equation 2.4.7, can be rewritten as

$$\sigma_{xx} = e_{xx}[C_{11} + C_{12} - \frac{2C_{13}}{C_{33}}].$$

(2.4.12)

The values for the elastic stiffness constants, $C_{ij}$, are always positive, as a material under uniaxial tension gets longer [92].

The piezoelectric polarization can be written in terms of stress as [45, 51]

$$P_{pz}^i = \sum d_{ij}\sigma_{ij}$$

(2.4.13)

where the $d_{ij}$ terms are the piezoelectric coefficients. As a result of the symmetry relations between the piezoelectric moduli, $d_{31} = d_{32}, d_{33} \neq 0, d_{15} = d_{24}$ and for all other components $d_{ij} = 0$. Hence equation 2.4.13, can be written as [73, 81, 93]

$$P_{pz}^x = \frac{1}{2}d_{15}\sigma_{xy}$$

(2.4.14)

$$P_{pz}^y = \frac{1}{2}d_{15}\sigma_{xy}$$

(2.4.15)

$$P_{pz}^z = d_{31}\sigma_{xx} + d_{31}\sigma_{yy} + d_{33}\sigma_{zz},$$

(2.4.16)

for the $x, y$ and $z$ directions respectively. For biaxial stress, $\sigma_{xx} = \sigma_{yy}$ and $\sigma_{zz} = 0$, also the shear stresses can be assumed to be negligible. Thus the piezoelectric polarization has only one non–zero component, which can be written as

$$P_{pz}^z = 2d_{31}\sigma_{xx}.$$  

(2.4.17)

The piezoelectric field can be written in terms of the piezoelectric polarization as

$$E_{pz}^i = P_{pz}^i \frac{e}{e_0\epsilon_r},$$

(2.4.18)

where $e_0$ and $\epsilon_r$ are the dielectric constants for free space and the medium respectively (assumed to be constant in all directions and independent of strain). Hence
the direction of the piezoelectric polarization is dependent upon the type of strain on the quantum well, compressive \((\sigma < 0)\) and tensile \((\sigma > 0)\) strain result in positive and negative piezoelectric fields respectively [87].

By substitution of equation 2.4.17, for the piezoelectric polarization into equation 2.4.18, the piezoelectric field in the \(z\) direction can be written as

\[
E_{pz} = \frac{2e}{\varepsilon_0 \varepsilon_r} d_{31} \sigma_{xx},
\]

(2.4.19)

and by substitution of equation 2.4.7, this can be rewritten as

\[
E_{pz} = \frac{2e}{\varepsilon_0 \varepsilon_r} e_{xx} d_{31} [C_{11} + C_{12} - 2 \frac{C^2_{13}}{C_{33}}].
\]

(2.4.20)

### 2.5 Screening of the internal field.

The internal field, as discussed in section 2, has contributions from the spontaneous polarization and piezoelectric fields which were covered in sections 2.3 and 2.4, respectively. This field skews the quantum well, hence it is no longer square and the distribution of electrons and holes becomes spatially separated. This separation of charge creates a density dependent screening field, \(E_{scr}(N, z)\), this results in a smaller effective internal field, \(E_{int}(N, z)\), which can be written as

\[
E_{int}(N, z) = E_{int}(0) + E_{scr}(N, z) - E_{sp} + E_{pz} + E_{scr}(N, z).
\]

(2.5.1)

Hence, \(E_{int}(0)\), which is given by equation 2.2.1, is only valid for the low density situation. The screening field can be calculated from the combined electron and hole distributions in the well [94], using Poisson’s equation and integrating the charge density, \(\rho(z)\), over all space. Carriers in the well have a probability distribution in the \(z\)-direction given by the square of their respective normalised envelope functions, \(u_e(z)\) and \(u_h(z)\) respectively. In the presence of an electric field these functions are displaced across the well and, assuming overall charge neutrality in
the well, then the net charge density distribution, $\rho(N, z)$, across the well is given by [95]

$$\rho(N, z) = -eN \left[ |U_e(z)|^2 - |U_h(z)|^2 \right], \quad (2.5.2)$$

where $N$ is the carrier density and $U_e(z)$ and $U_h(z)$ are the spatial carrier distributions. Poisson’s equation is given by

$$\frac{d^2\phi}{dz^2} = -\frac{\rho(z)}{\epsilon_b(z)}, \quad (2.5.3)$$

and by substitution of this into equation 2.5.2 and integrating gives the screening field as

$$E_{scr}(N, z) = \frac{eN}{2\epsilon_b} \int_{-\infty}^{\infty} dz \left[ |U_e(z)|^2 - |U_h(z)|^2 \right], \quad (2.5.4)$$

where it is assumed that the dielectric constant, $\epsilon$, is independent of $z$. Approximations to this screening field are discussed in the following section.

### 2.6 Average screening of the internal field.

As discussed in section 2.5, the $z$–dependent screening field, $E_{scr}(N, z)$, for a quantum well is given by equation 2.5.4. This was calculated from the combined electron and hole distribution in the well [94], using Poisson’s equation and integrating the charge density, $\rho(z)$, over all space. Unfortunately, the method used to calculate the gain detailed in Chapter 3, cannot take the $z$–dependence of the screening field into account. To remove the $z$–dependence of the screening field, the average value which is constant across the well is used. This is found by integrating the screening field, $E_{scr}(N, z)$, over the well width, to obtain the screening potential, $\phi(N)$, which can be written as

$$\phi(N) = \frac{eN}{\epsilon_b} \int_{0}^{L_w} \int_{-\infty}^{\infty} \left[ |U_e(z)|^2 - |U_h(z)|^2 \right] d^2z. \quad (2.6.1)$$
2.7. SUMMARY.

by dividing by the well width, \( L_w \), the average screening field \( E_{scr}(N) \) across the well (no \( z \)-dependence) can be written as

\[
E_{scr}(N) = \frac{eN}{\varepsilon_b L_w} \int_0^{L_w} dz_0 \int_{-\infty}^{\infty} dz \left[ |U_e(z)|^2 - |U_h(z)|^2 \right]. \tag{2.6.2}
\]

In this work, the centre of the well is defined at \( z = 0 \), hence a sign dependency of the integral is introduced and equation 2.6.2 can be rewritten as

\[
E_{scr}(N) = \frac{eN}{2\varepsilon_b L_w} \int_{-\frac{L_w}{2}}^{\frac{L_w}{2}} dz_0 \left( - \int_{-\infty}^{z_0} \left[ |U_e(z)|^2 - |U_h(z)|^2 \right] dz + \int_{z_0}^{\infty} \left[ |U_e(z)|^2 - |U_h(z)|^2 \right] dz \right), \tag{2.6.3}
\]

this can be simplified by combining the last two terms, to give

\[
E_{scr}(N) = \frac{eN}{2\varepsilon_b L_w} \int_{-\frac{L_w}{2}}^{\frac{L_w}{2}} dz_0 \int_{-\infty}^{\infty} dz \left[ |U_e(z)|^2 - |U_h(z)|^2 \right] \frac{z - z_0}{|z - z_0|}. \tag{2.6.5}
\]

2.7 Summary.

In this chapter the origin and effects of the internal field have been covered. The two components of spontaneous and piezoelectric polarization and the screening effects at high carrier density have been discussed and a average screening approximation was developed. In chapter 4 the effect of the screening approximation is discussed in further detail. In chapters 5 and 6, work is presented on the measurement and screening of the internal field.
Chapter 3

Pade model.

3.1 Introduction.

In this chapter, the modelling of gain in semiconductor lasers is discussed and is based on the work of Chow and Koch [24]. This theory is used to model the experimental results which are presented in chapters 4–6. In section 3.2, the gain in terms of macroscopic and microscopic polarisation is introduced. In section 3.3, an equation for gain is developed at the level of the Pade approximation, with contributions from the kinetic, free carrier and Coulomb terms. At high carrier densities, the Coulomb potential is reduced by screening and this is discussed in section 3.4. The overall effects of bandgap renormalisation are discussed in section 3.5, with the Debye and Exchange contributions detailed in sections 3.5.1 and 3.5.2 respectively.

3.2 Gain.

From Maxwell’s equations the gain, $g$, experienced by a plane wave optical field is

$$g = \frac{\nu}{\epsilon_0ncE(z)}\text{Im}(P(z))$$

(3.2.1)

where $E(z)$, $P(z)$, $n$ and $c$ are the laser field, polarisation, refractive index and the speed of light respectively. The polarisation, $P(z)$, can be written in the form of a
simple plane wave as

\[ P(z) = 2P(z, t)e^{-i(Kz - vt - \phi(z))}. \]  \hspace{1cm} (3.2.2)

In a semiconductor gain medium the electron–electron collisions and the electron–hole pair number must be taken into account, this can be done by using the second quantised or Fock representation. Electron–electron collisions result in direct or exchange scattering, which are experimentally indistinguishable and cause reversal of the scattering amplitude. Electron–hole pairs can be created or annihilated, hence their number is not conserved. Because of the collisions and the recombination processes, it is not possible to have a precise knowledge of the state vector of the system. Hence, electrons and holes are not in pure states described by wavefunctions but rather in mixed states best described by density operators, which contain the quantum statistical properties of the particles [96].

The time dependent polarisation can be written in terms of the expectation value of the polarisation operator as

\[ P(z, t) = \langle P \rangle \] \hspace{1cm} (3.2.3)

assuming that there is a dipole interaction between the laser field and carriers, the polarisation operator can be written as

\[ P = \frac{1}{V} \sum_k (\mu_k a_k^{\dagger} b_k^{\dagger} + \mu_k^{*} b_{-k} a_k), \] \hspace{1cm} (3.2.4)

where \( \mu_k \) is the dipole matrix element between the valence and conduction band.

Hence the polarisation which appears in equation 3.2.1 can be written as

\[ P(z) = 2e^{-i(Kz - vt - \phi(z))} \frac{1}{V} \sum \mu_k^* p_k. \] \hspace{1cm} (3.2.5)
where \( p_k \) is the microscopic polarisation which can be written as

\[
p_k = \langle b_{-k}^\dagger a_k \rangle.
\tag{3.2.6}
\]

Likewise the electron and hole occupation numbers can be written as

\[
\begin{align*}
 n_{ek} & = \langle a_k^\dagger a_k \rangle \\
 n_{hk} & = \langle b_{-k}^\dagger b_{-k} \rangle,
\end{align*}
\tag{3.2.7, 3.2.8}
\]

where the annihilation operator and its Hermitean adjoint the creation operator are given by \( a_k \) and \( a_k^\dagger \) for electrons, and \( b_{-k}^\dagger \) and \( b_{-k} \) for holes respectively. The polarisation is obtained by the integral of the rate of change with time and in the Heisenberg picture, the equation of motion is obeyed by any operator \( \Theta_k \)

\[
\frac{d\Theta_k}{dt} = \frac{i}{\hbar} [H_k, \Theta_k],
\tag{3.2.9}
\]

this can be rewritten for the specific case of the microscopic polarisation as

\[
\frac{dp_k}{dt} = \frac{i}{\hbar} [H_k, p_k],
\tag{3.2.10}
\]

where the Hamiltonian for an interacting system can be expanded as

\[
H = H_{\text{kin}} + H_{c-f} + H_C.
\tag{3.2.11}
\]

where \( H_{\text{kin}} \), \( H_{c-f} \) and \( H_C \) are contributions from the kinetic, free carrier and Coulomb terms respectively and these are derived in sections 3.2.1–3.2.3. Hence by calculation of the microscopic polarisation the gain in semiconductor lasers can be obtained.
3.2.1 Hamiltonian: Kinetic energy

In this section the kinetic energy contribution to the Hamiltonian discussed in section 3.2 is derived. For the case of non-interacting electrons the kinetic energy part of the Hamiltonian can be written as

$$H_{\text{kin}} = - \int \psi^\dagger(r) \left( \frac{\hbar^2 \nabla^2}{2m_\lambda} \right) \psi(r) d^3 r, \quad (3.2.12)$$

where the electron field operator, \( \hat{\psi}(r) \), can be written as

$$\hat{\psi}(r) = \sum_\lambda \sum_k \sum_{s_z} a_{\lambda ks_z} \psi_{\lambda ks_z}(r), \quad (3.2.13)$$

where an electron has the annihilation operator \( a_{\lambda ks_z} \) and single particle eigenfunction \( \psi_{\lambda ks_z}(r) \). The indices \( \lambda, k \) and \( s_z \) define the band, momentum and z-component of spin respectively. Hence the kinetic energy Hamiltonian \( H_{\text{kin}} \) for non-interacting electrons can be written as

$$H_{\text{kin}} = \sum_\lambda \sum_k \sum_{s_z} \epsilon_{\lambda k} a_{\lambda ks_z}^\dagger a_{\lambda ks_z}, \quad (3.2.14)$$

Restricting the summation to the two band approximation gives

$$H_{\text{kin}} = \sum_k \sum_{s_z} \left( \epsilon_{ck} a_{ck s_z}^\dagger a_{ck s_z} + \epsilon_{vk} a_{vk k s_z}^\dagger a_{vk k s_z} \right) \quad (3.2.15)$$

and using the hole creation and annihilation operators

$$b_{-k,-s_z}^\dagger = a_{vk k s_z}, \quad (3.2.16)$$
$$b_{-k,-s_z} = a_{vk k s_z}^\dagger, \quad (3.2.17)$$

this can be rewritten as

$$H_{\text{kin}} = \sum_k \sum_{s_z} \left[ \epsilon_{ck} a_{ks_z}^\dagger a_{ks_z} + \epsilon_{vk} (1 - b_{-k,-s_z}^\dagger b_{-k,-s_z}) \right], \quad (3.2.18)$$
in the electron hole representation. As the point of zero energy is arbitrary, the constant term, \( \sum_{k \epsilon} \epsilon_{uk} \), can be omitted.

For the simple case of a system in which the dopant atoms, thermal energy and pumping processes are neglected, the valence band is full and the conduction band empty. Using the effective mass approximation the bands can be approximated to a parabola in the region of small \( k \). Thus the \( \epsilon_{ak} \) terms in equation 3.2.18 can be expressed as

\[
\epsilon_{ck} = \frac{\hbar^2 k^2}{2m_c} + \epsilon_{g0} \quad (3.2.19)
\]

\[
\epsilon_{uk} = \frac{\hbar^2 k^2}{2m_v}, \quad (3.2.20)
\]

where \( m_c \) and \( m_v \) are the effective masses of electrons in the conduction and valence bands respectively and \( \epsilon_{g0} \) is the unrenormalised bandgap energy.

Making the assumption that the electrons are noninteracting, the effective masses are given by \( m_c = m_e \) and \( m_v = -m_h \), hence the kinetic energy Hamiltonian can be written as

\[
H_{kin} = \sum_k \left[ \left( \frac{\hbar^2 k^2}{2m_c} + \epsilon_{g0} \right) a_k^\dagger a_k + \frac{\hbar^2 k^2}{2m_h} b_{-k}^\dagger b_{-k} \right]. \quad (3.2.21)
\]

When Coulomb interactions are taken into account, as discussed in section 3.3, the relationship between \( m_v \) and \( m_h \) takes on a more complex form.

### 3.2.2 Hamiltonian: Free carrier.

In this section the free carrier contribution to the Hamiltonian is derived, which is the second term in equation 3.2.11 and is the electric–dipole interaction. Taking into account the coupling between the optical field and the polarisation, \( P \), the electric–dipole interaction, \( H_{c-f} \), can be written as

\[
H_{c-f} = -VP.E, \quad (3.2.22)
\]
where $V$ is the volume of the active region. By substitution of equation 3.2.4 for the polarisation the free carrier Hamiltonian can be written as

$$H_{c-f} = -\sum_k (\mu_k a_k^\dagger b_{-k}^\dagger + \mu_k^* b_{-k} a_k) E(z, t).$$ (3.2.23)

### 3.2.3 Hamiltonian: Coulomb.

The Coulomb attraction between electrons in the conduction band and holes in the valence band, tends to keep them in the vicinity of each other and increases with bandgap [12]. This results in an increase of the radiative recombination, and an enhancement of the gain and spontaneous emission [97]. As a result of the Pauli principle, electrons in the same or adjacent atoms are coupled by the exchange effect. Two types of state can be constructed, which depend on the spin of the electron, these are symmetric (anti-parallel spins: singlet state) and antisymmetric (parallel spins: triplet state) combinations. Calculating the average of the Coulomb energy of these two states, the difference can be written as [98]

$$H_C = \int \int dr_1 dr_2 \hat{\psi}^\dagger_b(r_2) \hat{\psi}^\dagger_a(r_1) \frac{e^2}{\epsilon_0 |r_1 - r_2|} \hat{\psi}_b(r_1) \hat{\psi}_a(r_2).$$ (3.2.24)

expanding the electron field operator using equation 3.2.13, allows the interaction energy to be rewritten as [99]

$$H_C = \frac{1}{2} \sum_{k,k'} \sum_{q\neq 0} V_q (a_{c,k+q}^\dagger a_{c,k'}^\dagger a_{ck'} a_{ck} + a_{v,k+q}^\dagger a_{v,k'} a_{vq} a_{vk} + 2a_{c,k+q}^\dagger a_{v,k'} a_{vq} a_{ck'}).$$ (3.2.25)

This expansion is based upon the two band approximation and Coulomb induced interband transitions are neglected. Also it uses the fact that Coulomb scattering does not alter the spin orientation and that $q = 0$ contributions are cancelled by the electron–ion and ion–ion Coulomb interaction. Using the electron–hole representation, given by equations 3.2.16 and 3.2.17, the Coulomb contribution to the
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Hamiltonian can be written as

$$H_C = \frac{1}{2} \sum_{k,k'} \sum_{q \neq 0} V_q (a_{k+q}^\dagger a_{k'-q}^\dagger a_{k'} a_k + b_{k+q}^\dagger b_{k'-q}^\dagger b_{k'-q} b_{k'} - 2 a_{k+q}^\dagger b_{k'-q}^\dagger b_{k'} a_k)$$  (3.2.26)

where constant terms, which cause a shift of the reference energy, have been dropped. The bare Coulomb potential energy, $V_q$, can be written as [100]

$$V_q = \int d^2r e^{-i \mathbf{r} \cdot \mathbf{q} \cdot \mathbf{e}^2}$$

$$= \frac{2\pi e^2}{\epsilon_b A_q},$$  (3.2.27)

the effects of screening on the Coulomb potential is detailed in section 3.4.

### 3.3 Pade model.

In this section the equation for gain is derived at the level of the Pade approximation with contributions from kinetic, free carrier and Coulomb effects. Starting with the Hamiltonian for an interacting system given by equation 3.2.11 and substituting in equations 3.2.21, 3.2.23 and 3.2.26 gives

$$H = + \sum_k \left[ (\epsilon_{ek} + \epsilon_{e0}) a_{k}^\dagger a_k + \epsilon_{k} b_{k}^\dagger b_{k} \right]$$

$$- \sum_k (\mu_k a_{k}^\dagger b_{k}^\dagger + \mu_k b_{k}^\dagger a_k) E(z, t)$$

$$+ \frac{1}{2} \sum_{k,k', q \neq 0} V_q (a_{k+q}^\dagger a_{k'-q}^\dagger a_{k'} a_k + b_{k+q}^\dagger b_{k'-q}^\dagger b_{k'-q} b_{k'} - 2 a_{k+q}^\dagger b_{k'-q}^\dagger b_{k'} a_k).$$  (3.3.1)

The energies can be approximated using the effective mass theory, which is based on the assumption that the bands are parabolic in the vicinity of the extrema [99].
Hence, the kinetic energy terms which appear in equation 3.3.1 can be written as

\[ \epsilon_{ek} = \frac{\hbar^2 k^2}{2m_e} \]  

(3.3.2)

\[ \epsilon_{hk} = -\epsilon_{vk} + \sum_{q \neq 0} V_q \]

= \frac{\hbar^2 k^2}{2m_h}  \]  

(3.3.3)

and by comparison with equations 3.2.19 and 3.2.20 for the free carrier result, it can be seen that the hole effective mass includes the Coulomb energy of the full valence band. This originates from the replacement of valence band electron operators by hole operators in the interaction term of equation 3.2.25.

Reducing the commutators in the Heisenberg equations, allows the interband polarisation, \( p_k \), to be written as

\[
\frac{d p_k}{dt} = - i \omega_k p_k - \frac{i}{\hbar} \mu_k E(z, t) (n_{ek} + n_{hk} - 1) \\
+ \frac{i}{\hbar} \sum_{k', q=0} V_q \left( \langle a^\dagger_{k'+q} b_{-k} a_{k'} a_{k+q} \rangle + \langle b^\dagger_{k'-q} b_{k'} a_{k} b_{-k-q} \rangle \right) \\
- \langle a^\dagger_{k'+q} b_{-k+q} a_{k'} a_{k} \rangle - \langle b^\dagger_{k'-q} b_{-k} b_{k'} a_{k-q} \rangle + \langle b^\dagger_{-k+q} a_{k-q} \delta_{k', k'} \rangle \right). 
\]

Equation 3.3.4, includes couplings to higher-order correlation due to Coulomb interaction. By the use of projection-operator techniques, the four-operator expectation values can be factorized into the products of two operator expectation values, thus the two-operator combination \( AB \), can be written as [99]

\[
\frac{d}{dt} \langle AB \rangle = \frac{d}{dt} \langle AB \rangle_{HF} + \left( \frac{d}{dt} \langle AB \rangle - \frac{d}{dt} \langle AB \rangle_{HF} \right) \\
= \frac{d}{dt} \langle AB \rangle_{HF} + \frac{d}{dt} \langle AB \rangle_{col}, 
\]

(3.3.5)

these correspond to the ‘coherent’ or Hartree–Fock and the ‘scattering’ contributions, respectively. Using this factorizing method and adding the contributions
beyond Hartree–Fock, the semiconductor Bloch equation is obtained

\[
\frac{dp_k}{dt} = -i\omega_k p_k - i\Omega(z, t)(n_{ek} + n_{hk} - 1) - \gamma p_k. \tag{3.3.6}
\]

There are two many-body contributions to the Hartree–Fock equations, which are manifested in a renormalisation of the transition and electric–dipole interaction energies and are known as the exchange shift and the Coulomb field renormalisation respectively. These are given by

\[
\hbar \omega_k = \hbar \omega'_k - \sum_{k' \neq k} V_{|k-k'|}(n_{ek'} + n_{hk'}) \tag{3.3.7}
\]

and

\[
\Omega_k(z, t) = \frac{\mu_k E(z, t)}{\hbar} + \frac{1}{\hbar} \sum_{k' \neq k} V_{|k-k'|} p_{k'}, \tag{3.3.8}
\]

respectively, where the Coulomb terms are proportional to \(V_{|k-k'|}\), similar discussions can be found in [77, 101, 102]. These Coulomb renormalisation effects are discussed in further detail in section 3.5.

To include the plasma screening effects between the charged particles, the bare potential, \(V_q\), is replaced by a screened potential, \(V_{sq}\), which has a reduced interaction strength especially at long distances [99], this is discussed in further detail in section 3.4. Using the product rule and multiplying by \(e^{i(\omega_k + \gamma)t}\) equation 3.3.6 can be simplified to

\[
\frac{d}{dt}(p_k e^{i(\omega_k + \gamma)t}) = -i\Omega_k(z, t)(n_{ek} + n_{hk} - 1)e^{i(\omega_k + \gamma)t} \tag{3.3.9}
\]

and integrating gives the induced dipole as

\[
p_k(t) = i \int_{-\infty}^{t} dt' e^{i(\omega_k + \gamma)(t' - t)} \Omega_k(z, t') [n_{ek}(t') + n_{hk}(t') - 1]. \tag{3.3.10}
\]

Under the rate equation approximation, it is assumed that the total carrier density, \(N\), and the electric field envelope, \(E\), vary little in the dipole lifetime, \(\frac{1}{\gamma}\), hence
they can be removed from the integral and replaced with their value at time \( t \). By substitution of the electric field, equation 3.3.10 can be rewritten as

\[
p_k(t) = -\frac{i\mu_k}{2\hbar} E(z)[n_{ek}(t) + n_{hk}(t) - 1] \left( e^{i[Kz-\nu t - \phi(z)]} \frac{1}{i(\omega_k - \nu) + \gamma} + e^{-i[Kz-\nu t + \phi(z)]} \frac{1}{i(\omega_k + \nu) + \gamma} \right)
\]

\[
-\frac{i}{\hbar}[n_{ek}(t) + n_{hk}(t) - 1] \sum_{k' \neq k} V_{|k-k'|} \int_{-\infty}^{t} dt' e^{i(\omega_k + \gamma)(t'-t)} p_{k'}.
\]  

(3.3.11)

The \( e^{-i\phi} \) term rotates on a very small time scale compared to the \( e^{i\phi} \) term, thus using the rotating wave approximation (RWA) it can be averaged to zero and equation 3.3.11 simplifies to

\[
p_k(t) = -\frac{i}{\hbar}[n_{ek}(t) + n_{hk}(t) - 1] \sum_{k' \neq k} V_{|k-k'|} \int_{-\infty}^{t} dt' e^{i(\omega_k + \gamma)(t'-t)} p_{k'}.
\]

(3.3.12)

This can be solved by summing over the powers of the screened Coulomb interaction energy, \( V_{s,|k-k'|} \), to give

\[
p_k(t) = \sum_i p_k^{(i)}(t).
\]

(3.3.13)

The lowest order free carrier result is found by setting \( V_{s,|k-k'|} = 0 \), which gives

\[
p_k^{(0)}(t) = \frac{1}{2} E(z) e^{i[Kz-\nu t - \phi(z)]} \chi_k^{(0)}
\]

(3.3.14)

and the first order result can be found using a similar method to give

\[
p_k^{(1)}(t) = \frac{1}{2} E(z) e^{i[Kz-\nu t - \phi(z)]} \chi_k^{(0)} q(k).
\]

(3.3.15)

Where the susceptibility function is given by

\[
\chi_k^{(0)} = -\frac{i\mu_k n_{ek} + n_{hk} - 1}{\hbar i(\omega_k - \nu) + \gamma}
\]

(3.3.16)
and the complex dimensionless factor, \( q(k) \), is given by

\[
q(k) = \frac{1}{\mu_k} \sum V_s|k-k'|\chi_{k'}^{(0)}.
\] (3.3.17)

This process can be applied indefinitely until the required accuracy is obtained, but as the equation does not quickly converge there is no benefit in using the higher-order results. Hence the Pade approximation which limits the summation to the first two terms in the geometrical series is used. Thus the induced dipole (equation 3.3.12) is the sum of the zero and first order terms, given by equations 3.3.14 and 3.3.15 respectively and can be written as

\[
p_k(t) \approx p_k^{(0)}(t) + p_k^{(1)}(t)
\]

\[
\approx \frac{1}{2} E(z)e^{i[kz-\nu t-\phi(z)]} \frac{\chi_k^{(0)}}{1 - q(k)}.
\] (3.3.18)

This can be substituted into equation 3.2.5, to give the polarisation

\[
P(z) = -\frac{E(z)}{w} \sum_k \frac{\mu_k \chi_k^{(0)}}{1 - q(k)}.
\] (3.3.19)

Using the lineshape function given by

\[
L(\omega_k - \nu) = \frac{\gamma^2}{\gamma^2 + (\omega_k - \nu)^2}
\] (3.3.20)

and equation 3.3.16 the polarisation can be rewritten as

\[
P(z) = -\frac{iE(z)}{\hbar \nu \gamma} \sum_k \frac{|\mu_k|^2}{1 - q(k)} [n_ek + n_{hk} - 1] \left(1 - i\frac{\omega_k - \nu}{\gamma}\right) L(\omega_k - \nu),
\] (3.3.21)

Taking the imaginary part of the polarisation, converting the summation to an integral and using equation 3.2.1, gives the material gain as

\[
g = \frac{\nu}{2\pi \epsilon_0 n c \hbar \omega \gamma} \int_0^\infty k|\mu_k|^2 [n_ek + n_{hk} - 1] \frac{L(\omega - \nu)}{1 - q(k)} dk.
\] (3.3.22)
3.4 Screening of the Coulomb potential.

One of the most important many-body interactions is the phenomenon of screening. Plasma screening is the carrier density dependent weakening of the Coulomb interaction potential due to the presence of background charge carriers, i.e. the range of the Coulomb interaction decreases with increasing the carrier density. More specifically, the dielectric function increases with increasing plasma density. The semiconductor Bloch equations are solved at the level of the screened Hartree-Fock approximation, by the use a simplified form of the Lindhard formula to model for the plasma screening. The effects of plasma screening are included by replacement of the bare Coulomb potential, \( V_q \), which appears in equation 3.2.25, with the screened Coulomb potential, \( V_{sq} \) [103]. The problem is simplified by assuming that the screening from the electron–hole plasma ensemble, can be approximated by the sum of the individual electron and hole plasmas. In narrow bandgap semiconductors, the many-body effects are not as pronounced, as the Coulomb forces are strongly screened, but as the bandgap increases, the screening of the Coulomb forces is reduced [104].

To investigate the effect of an electron at the origin on its surroundings, a test charge is introduced, this changes the carrier distribution and the electrostatic potential. It is assumed that the test charge is small, so there is a negligible perturbation effect on the electron plasma, hence the quasi-thermal equilibrium of the plasma has always been maintained [96]. The screened electron distribution is the product of two electron field operators, given by

\[
n_s(r) = \hat{\psi}^+(r)\hat{\psi}(r) = \frac{1}{V} \sum_{k,k'} e^{i(k-k')\cdot r} a_{k'}^\dagger a_k
\]

\[
= \sum_q n_{sq} e^{iq\cdot r}, \quad (3.4.1)
\]
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where the Fourier transform of the density operator is

$$n_{sq} = \frac{1}{V} \sum a_{k-q}^+ a_k. \quad (3.4.2)$$

In the Hartree–Fock approach, an effective single particle Hamiltonian can be used to describe the screening effects

$$H_{eff} = \sum_k \epsilon_k a_{k-q}^+ a_k + V \sum_q V_{sq} n_{s,-q}, \quad (3.4.3)$$

where the screened Coulomb potential is given by

$$V_{sq} = \frac{1}{V} \int d^3r V_s(r)e^{-iq\cdot r}, \quad (3.4.4)$$

this is similar to the bare potential, given by equation 3.2.27, where the $V(r)$ term is replaced with

$$V_s(r) = e\phi_s(r), \quad (3.4.5)$$

where $\phi_s(r)$ is the screened electrostatic potential. Using the Heisenberg equation [100, 105] and the effective Hamiltonian, equation 3.4.3, the time dependent equation of motion is given by

$$ih\frac{d}{dt} a_{k-q}^+ a_k = \left[a_{k-q}^+ a_k, H_{eff}\right] = (\epsilon_k - \epsilon_{k-q}) a_{k-q}^+ a_k + \sum V_{sq} (a_{k-q}^+ a_{k+p} - a_{k-q-p}^+ a_k), \quad (3.4.6)$$

where the first and second terms correspond to the kinetic and Coulomb contributions respectively. By taking the expectation value and keeping the slowly varying terms, $p = -q$, gives

$$ih\frac{d}{dt} (a_{k-q}^+ a_k) = (\epsilon_k - \epsilon_{k-q}) \langle a_{k-q}^+ a_k \rangle + V_{sq} (n_{k-q} - n_k). \quad (3.4.7)$$

Under the random phase approximation (RPA) which is covered in the work of Haug and Koch [100], $\langle a_{k-q}^+ a_k \rangle$ is found to have a $e^{(\epsilon - \omega)t}$ solution. Assuming that
the induced charge distribution follows the response of the plasma, which is homoge­
neous at \( t = -\infty \) and the infinitesimal \( \delta \) describes the adiabatic perturbation. Allows equation 3.4.7, to be written as

\[
\langle a^\dagger_{k-q} a_k \rangle = V_{sq} \frac{n_{k-q} - n_k}{\hbar(\omega + i\delta) + \epsilon_{k-q} - \epsilon_k},
\]  

(3.4.8)

and substituting into equation 3.4.2, gives the expectation value as

\[
\langle n_{sq} \rangle = \frac{V_{sq}}{V} \sum_k \frac{n_{k-q} - n_k}{\hbar(\omega + i\delta) + \epsilon_{k-q} - \epsilon_k}.
\]  

(3.4.9)

The screening potential is determined by the Poisson equation in real space as

\[
\nabla^2 \phi_s(r) = -\frac{4\pi e}{\epsilon_b} \left[ n_e(r) + \langle n_s(r) \rangle \right],
\]  

(3.4.10)

taking the Fourier transform gives

\[
\phi_{sq} = \frac{4\pi e}{\epsilon_b q^2} \left( \frac{1}{V} + \langle n_{sq} \rangle \right),
\]  

(3.4.11)

where

\[
n_{eq} = \frac{1}{V} \int \delta^3(r) e^{-iq\cdot r} d^3r = \frac{1}{V},
\]  

(3.4.12)

for a point charge at the origin. Using equations 3.4.5, 3.4.9 and 3.4.11, the screened Coulomb potential can be written as

\[
V_{sq} = V_q \left( 1 - V_q \sum_k \frac{n_{k-q} - n_k}{\hbar(\omega + i\delta) + \epsilon_{k-q} - \epsilon_k} \right)^{-1},
\]  

(3.4.13)

where the bare Coulomb potential, \( V_q \), is given by equation 3.2.27. Repeating the derivation for the hole plasma, and adding the electron and hole contributions, the screened Coulomb potential energy between carriers can be written as

\[
V_{sq} = \frac{V_q}{\epsilon_q(\omega)},
\]  

(3.4.14)
where the longitudinal dielectric function, $\epsilon_q(\omega)$, is expressed as

$$
\epsilon_q(\omega) = 1 - V_q \sum_{k} \sum_{\alpha=e,h} \frac{n_{\alpha,k-q} - n_{\alpha,k}}{\hbar(\omega + i\delta) + \epsilon_{\alpha,k-q} - \epsilon_{\alpha,k}},
$$

(3.4.15)

which is known as the Lindhard formula [99, 103]. This describes the spatial and spectral dispersions of the dielectric function which is a complex and retarded function, with poles in the lower complex frequency plane [100]. The Lindhard formula can be modified to obtain a simpler treatment of the plasma screening, this is because in many practical situations, it is numerically too complicated to use because of its continuum of poles. Looking at the long wavelength limit, $\lambda \to \infty$, removes the spatial dependence, $q \sim 1/\lambda \to 0$, and by assuming a quasi-equilibrium system, the Fermi-Dirac distribution function can be used. Hence the Lindhard formula can be written as the Drude dielectric function [30, 103]

$$
\epsilon_{q=0}(\omega) = 1 - \frac{\omega_{pi}^2}{\omega^2},
$$

(3.4.16)

where the electron-hole plasma frequency $\omega_{pi}$ is given by

$$
\omega_{pi}^2 = \frac{V_q q^2 N}{m},
$$

(3.4.17)

or [30, 98]

$$
\omega_{pi}^2 = \frac{2\pi N e^2}{\epsilon_{\beta} m},
$$

(3.4.18)

by substitution of the bare Coulomb potential energy, given by equation 3.2.27.

The Drude dielectric function, given by equation 3.4.16, can be evaluated approximately by assuming that the excitation spectrum is dominated by plasmons [106] and this is known as the Plasmon pole approximation. Under the static plasmon pole approximation, the damped response of the screening can be ignored, hence the dielectric function can be simplified to

$$
\frac{1}{\epsilon_q(\omega)} = 1 - \frac{\omega_{pl}^2}{\omega^2}.
$$

(3.4.19)
Which is similar to the Drude dielectric function, equation 3.4.16, where the $\omega$ term in the denominator has been replaced with the effective plasmon frequency $\omega_q$. This approximation for the full dielectric function has replaced the continuum of poles contained in the Lindhard formula by one effective plasmon pole at $\omega_q$ [100]. Returning to the Lindhard formula, equation 3.4.15, and again using the static approximation, allows the effective plasmon frequency, $\omega_q$, can be written as

$$\omega_q^2 = \omega_{pl}^2 \left[1 + \frac{q}{\kappa}\right] + C \left(\frac{\hbar q^2}{4m_r}\right)^2,$$

(3.4.20)

where the second term has been added to take into account the contribution from the pair continuum [107]. Where $m_r$ is the reduced electron mass and the constant $C$ has a value of between 1 and 4 [107]. With finite $C$, the effective plasmon frequency, $\omega_q$, approaches the free-carrier dispersion, and the $q^4$ term is important to achieve correlation with screening due to the random phase approximation [107]. Hence the screened potential, $V_{sq}$, can be written as

$$V_{sq} = \frac{2^2\pi \varepsilon_R a_0}{L^2q} \left(\frac{q}{\kappa}\right) + \frac{C a_0 q^3}{2^3\pi N} \left(1 + \frac{q}{\kappa}\right) + \frac{C a_0 q^3}{2^3\pi N}^{-1},$$

(3.4.21)

and in the case when $C = 0$, the screened potential simplifies to the Yukawa potential [100]

$$V_{sq} = \frac{2^2\pi \varepsilon_R a_0}{L^2(q + \kappa)}.$$

(3.4.22)

The inverse static screening length, $\kappa$, which first appears in equation 3.4.20, is the effectiveness of the screening of the Coulomb interaction by other carriers [24], and it is used to calculate the screened potential, $V_{sq}$, in equation 3.4.21. At the level of the two band and quasi-equilibrium approximations the static screening length can be written as

$$\kappa = \frac{2}{a_0} \left(\frac{m_e}{m_r} f_{e0} + \frac{m_h}{m_r} f_{h0}\right),$$

(3.4.23)
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where the exciton Bohr radius, \( a_0 \), is given by

\[
a_0 = \frac{4\pi\varepsilon_0\hbar}{e^2m_r}.
\]  

3.5 Bandgap renormalisation.

The screening of the Coulomb interaction at high carrier densities as discussed in section 3.4, causes a reduction in the localization of the single atom electron wavefunctions and increases the nearest neighbour electron overlaps. The larger overlap increases the width of the energy bands, hence reducing the bandgap between bands [8], this causes a red shift of the optical spectrum with increasing carrier density [37, 108–110]. This effect can be included by renormalisation of the bandgap, which is expressed as

\[
\epsilon_g = \epsilon_{g0} + \Delta\epsilon_{CH} + \Delta\epsilon_{SX}, \tag{3.5.1}
\]

where \( \epsilon_{g0} \) is the unrenormalised bandgap and \( \Delta\epsilon_{CH} \) and \( \Delta\epsilon_{SX} \) are the Debye and screened-exchange shifts respectively, which are discussed in further detail in sections 3.5.1 and 3.5.2. The effects of bandgap renormalisation on the gain spectra are discussed in section 4.10 and the implications of bandgap renormalisation on individual transitions are covered in section 4.10.1.

3.5.1 Debye shift.

The Debye or Coulomb–hole shift, \( \Delta\epsilon_{CH} \), occurs because of screening of the Coulomb interaction, this causes redistribution of the electron population resulting in a smaller effective bandgap [3, 111, 112]. The Debye or Coulomb–hole self energy can be explained by starting with the kinetic energies of electrons and holes for low exciton levels, which are given by equations 3.3.2 and 3.3.3 respectively. At high exciton levels the Coulomb potential, \( V_q \), given by equation 3.2.27, is reduced to the screened Coulomb potential, \( V_{sq} \), given by 3.4.21. This alters the value of the hole
energy, hence equation 3.3.3 for the unscreened hole energy, can be rewritten as

$$
\epsilon_{hk}^s = \epsilon_{hk} + \sum_{q \neq 0} (V_{sq} - V_q),
$$

(3.5.2)

for the screened case. The second term is the Debye shift, which using equation 3.4.14 can be written in terms of the screened Coulomb potential

$$
\Delta \epsilon_{CH} = \sum_{q \neq 0} V_{sq} \left( \frac{1}{\epsilon_q} - 1 \right),
$$

(3.5.3)

by substitution of equation 3.4.21, this can be rewritten as

$$
\Delta \epsilon_{CH} = -2\epsilon_R a_0 \int_0^\infty \left( 1 + \frac{k}{\kappa} + \frac{C_{00} k^3}{32\pi N_{2d}} \right)^{-1} \, dk,
$$

(3.5.4)

where using an approximation for the integral gives

$$
\Delta \epsilon_{CH} \simeq -2\epsilon_R a_0 \kappa \ln \left( 1 + \sqrt{\frac{32\pi N_{2d}}{C_{00}\kappa^3}} \right).
$$

(3.5.5)

### 3.5.2 Exchange shift.

The exchange shift, $\Delta \epsilon_{SX}$, comes from the Hartree–Fock contribution to the semiconductor Bloch equations in equation 3.3.7. The Hartree–Fock contributions contains two many body effects, renormalisation of the electric–dipole interaction energy and a density dependent contribution to the transition energy. Many–body Coulomb interactions cause this normalization and they couple equations for different $k$ states. Using the screened Hartree–Fock approximation the screened–exchange shift can be written as

$$
\Delta \epsilon_{SX,k} = -\sum_{k' \neq k} V_{sk,k'-k'} (n_{ek'} + n_{hk'})
$$

(3.5.6)
and by substitution of equation 3.4.21 gives

\[
\Delta \epsilon_{SX} = -\frac{2eR\alpha_0}{\kappa} \int_0^\infty k \left( 1 + \frac{C\alpha_0 k^2}{32\pi N_{2d}} \right) \left( 1 + \frac{k}{\kappa} + \frac{C\alpha_0 k^3}{32\pi N_{2d}} \right)^{-1} (n_e + n_h) \, dk,
\]

where the weak \( k \) dependence of the exchange shift has been neglected.

3.6 Program details.

The theory introduced in the earlier sections of this chapter 3.2–3.5, has been developed into a computational model by Weng Chow [113] to permit the investigation of InGaN structures. The gain is calculated using equation 3.3.22 which is based on the Pade approximation and has inputs from the band structure properties which were calculated using a 6 \( \times \) 6 Luttinger–Kohn Hamiltonian and the envelope approximation. The Coulomb enhancement which appears in the equation for gain (equation 3.3.22), is given by equation 3.3.17 where the screened Coulomb potential is given by equation 3.4.21. The effects of bandgap renormalisation were calculated using the Debye and exchange shifts which are given by equations 3.5.5 and 3.5.7 respectively. The results presented in this thesis were obtained by modifying and developing this computational model to permit the interpretation of experimental results performed by Pope [63] and Olaizola Izquierdo [64].

3.7 Summary.

In this chapter the gain at the level of the Pade approximation for a many-body system has been derived. It was found that the many body Coulomb effects cause bandgap renormalisation with contributions from the Debye and Exchange shifts, and increase the gain through the Coulomb enhancement term. If these effects are neglected the model returns to the level of free carrier theory and in chapter 4, the relative importance of these effects is investigated.
Chapter 4

Programming issues.

4.1 Introduction.

In this chapter, the material parameters and the model originally written by Weng Chow [113] at the level of the Pade approximation discussed in chapter 3 are investigated. We begin with the alterations and developments made to the original model in section 4.2. We then go on to discuss the material parameters of InGaN structures and in sections 4.3 and 4.4 the bandgap and band offset ratio are investigated. Section 4.5 goes on to discuss the issue of the internal field, with examination of the direction and strength of the strain, piezoelectric and spontaneous fields. In section 4.6, the screening of the internal field is investigated and an approximation for the screening field is introduced. Section 4.7 covers the homogeneous lineshape function and the effects of hyperbolic secant (sech) and Lorentzian lineshapes, and the value of the homogeneous lineshape factor on the gain spectra investigated. In section 4.8 methods of calculating the spontaneous emission are discussed. In section 4.9 the contributions to the overall gain from different transitions are investigated. In section 4.10, effects on the gain spectra of the different contributions to the Pade model are investigated. Starting with the free carrier model the effects of bandgap renormalisation, internal field screening and Coulomb enhancement (sections 4.10.1–4.10.3) are included separately to assess the relative importance of each
effect and in section 4.10.4 all the effects are bought together to return to the Pade model. Finally in section 4.11 the chapter is reviewed.

In this chapter a 4 nm In$_{0.07}$Ga$_{0.93}$N/GaN quantum well structure, at threshold has been investigated. Using a typical value of 60 cm$^{-1}$ for the threshold modal gain and dividing by the optical confinement factor which was calculated to be $\Gamma = 0.018$ using the transfer matrix method, the material gain of this structure was calculated as 3330 cm$^{-1}$. Using equation 3.3.22 the threshold material gain at room temperature was found to occur at a carrier density of $N = 5.85 \times 10^{16}$ m$^{-2}$ and this value was used for all results presented in this chapter unless stated otherwise.

4.2 Computing issues.

The results presented in this thesis were obtained using a code originally written by Weng Chow [113], which has been developed and modified. The model which was originally written in Fortran $77^{TM}$ was modified and updated to permit the full use of the functionality of Fortran $90^{TM}$. In addition the code was tested on a suite of compilers to ensure accurate and reproducible results.

The model was analysed to permit the understanding of the underlying physics and from this the factors affecting the level of complexity were identified and this is discussed in section 4.10 and chapter 6. The inclusion of the Coulomb interaction which was detailed in section 3.2.3, increases the run time from minutes to hours, hence most of the initial investigative work was performed without this effect. An additional front end program was written to control the model and allow the rapid and efficient stepping over of such variables such as reverse bias and carrier density. Also routines for the spontaneous emission and depletion width were incorporated into the model and a graphics package was also hard wired into the code to allow real time visualisation of the results.
4.3 Bandgap.

In an III-V based device, the group V element predominantly controls the bandgap, with the group III element providing fine tuning over a restricted range [18], so in a InGaN based device the nitrogen dominates the bandgap. For $\text{In}_x\text{Ga}_{1-x}\text{N}$, the bandgap can be found by interpolation between the values of InN and GaN [1, 67, 114-116]

$$E_{g0} = E_{g0}^{\text{InN}} x + E_{g0}^{\text{GaN}} (1 - x) - bx(1 - x),$$  \hspace{1cm} (4.3.1)

where the last term contains the bowing parameter, $b$, which is a correction to the linear approximation [117]. Recent work performed on wurtzite InN measured values of 1.0 eV [118] and 0.85 eV [119] for the bandgap of InN, much smaller than the 1.89 eV or larger bandgap widely accepted in the past [24, 51, 120].

Figure 4.3.1: Gain spectra for values of the bandgap of InN in the range of 1.0–1.6 eV calculated at the level of the Pade model.
common-cation rule states that the bandgap increases as the anion atomic number decreases and hence if InN does in fact have a bandgap smaller than InP (<1.0 eV compared to 1.4 eV) then the InN, InP, InAs, InSb system does not obey the bandgap common-cation rule [119]. Figure 4.3.1 shows the gain spectrum obtained using In bandgaps in the range of $E_{g0}^{InN} = 1.0 - 1.6$ eV at a fixed carrier density, as the bandgap of indium is increased the gain spectrum is blue-shifted and the peak gain is reduced. The values of $E_{g0}^{InN} = 1.0$ eV and $E_{g0}^{GaN} = 3.44$ eV and $b = 1.02$ eV for the bandgap of InN and GaN, and the bowing constant respectively were used in this work.

4.4 Band offset ratio.

![Graph](image)

Figure 4.4.1: Gain spectra for conduction band offsets in the range of 62–72 %.

The band offset ratio (conduction:valence) is not accurately known for these
structures, but it has been shown to have little effect on the gain spectra [66]. A value 67:33 was used in this work, as in the work of Chuang et al. [121] and Meney et al. [122]. As can be seen in Figure 4.4.1, for a fixed carrier density the gain spectra amplitude peaks at a value of 67 % and is reduced for values of 62 % and 72 %, and there is also a small effect on the energy of the peak gain.

4.5 Internal field.

Figure 4.5.1: The strain due to lattice mismatch in In\textsubscript{x}Ga\textsubscript{1-x}N/GaN quantum wells.

The origin of the internal field was covered in chapter 2 and is the sum of the piezoelectric and spontaneous polarisation fields. In this section the values of strain, piezoelectric and spontaneous polarisation fields for In\textsubscript{x}Ga\textsubscript{1-x}N based quantum well structures are presented.

Theoretical values of the piezoelectric field are proportional to the product of the
strain and piezoelectric constant, $d_{31}$, as discussed in section 2.4. In Figure 4.5.1, the increase in strain with percentage Indium content is shown. As can be seen the strain is always negative, which is because the lattice constant for InN is larger than GaN, $a = 3.49 \text{ Å}$ compared to $a = 3.15 \text{ Å}$, hence the lattice of the InGaN quantum well layer is under compressive strain to fit the lattice of GaN.

The value of the piezoelectric constant for AlN is $d_{31} = -2.0 \times 10^{-12} \text{ mV}^{-1}$ [51] and using the ratio of the static dielectric constants, $\epsilon$, of InN, GaN and AlN which are 15.3, 10 and 8.5 respectively [123], the values for GaN and InN of $d_{31} = -1.7 \times 10^{-12} \text{ mV}^{-1}$ and $d_{31} = -1.1 \times 10^{-12} \text{ mV}^{-1}$ respectively were obtained by Martin et al. [124]. These values have also been used in the work of Chow et al. [24] and Berkowicz et al. [93].

In a theoretical study, Al–Yacoub [125] found that the piezoelectric coefficients,
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$d_{31}$, of InGaN vary linearly with indium concentration. Hence the piezoelectric coefficient, $d_{31}$, for In$_x$Ga$_{1-x}$N was obtained using linear interpolation of the binary values

$$d_{31}^{InGaN} = d_{31}^{InN}x + d_{31}^{GaN}(1 - x). \tag{4.5.1}$$

The piezoelectric coefficient, $d_{31}$, of InGaN based structures, is 10 times larger than other III–V materials and up to 100 times larger than non-ferroelectric piezoelectrics e.g. quartz [48, 49].

The spontaneous polarization of In$_x$Ga$_{1-x}$N is also calculated using interpolation of the binary nitride alloys and is given by

$$E_{sp}^{InGaN} = -0.042x - 0.034(1 - x) + 0.037x(1 - x). \tag{4.5.2}$$

The first two terms are the linear interpolation between the binary compounds and the third term incorporates a bowing constant which is a correction to account for the non-linear relationship, higher order terms have been neglected as it has been estimated that their contribution is small [73]. From this it can be seen that there is an increase in the spontaneous polarization as the structure goes from GaN to InN.

In Figure 4.5.2, the spontaneous polarisation, piezoelectric field and total internal field are shown as a function of In composition for In$_x$Ga$_{1-x}$N/GaN quantum wells. It can be seen that the spontaneous polarisation and piezoelectric field oppose each other but as the piezoelectric field is approximately 25 times larger the value of the total internal field is close to that of the piezoelectric field. As discussed in chapter 2, if the structure was under tensile strain e.g. AlGaN/GaN, the direction of the piezoelectric field is reversed and points in the same direction as the spontaneous field. In chapter 5, the measurement of the internal field is discussed and comparisons made with experimental results obtained using the method of reverse bias photocurrent spectroscopy.
4.6 Screening of the internal field.

The internal field has a large effect on the concentration, distribution and recombination of carriers in InGaN based devices [73], hence an accurate description is important. In chapter 2, the internal field was discussed and an approximation for the screening of the internal field was developed in section 2.6. In this section the approximation is investigated and comments made on its validity. In Figure 4.6.1 (top), the average and \( z \)—dependent screening field obtained from equations 2.6.5 and 2.5.4 respectively, are shown for a 4 nm In\(_{0.07}\)Ga\(_{0.93}\)N/GaN quantum well at carrier densities of \( 1 \times 10^{16} \) and \( 5.85 \times 10^{16} \) m\(^{-2} \). These values of carrier density correspond to the Mott (see section 4.10.3) and threshold carrier densities respectively. At low carrier density the variation of the screening field across the well is small, but at high carrier density there is a large variation. Hence the constant field approximation given by equation 2.6.5 accurately describes the low density case, but the approximation is poor at higher carrier densities.

Even though the use of the average screening field across the well as shown in Figure 4.6.1 (top), is a poor approximation at high carrier densities, it still may be valid if the effects of the screening on the field are small. In Figure 4.6.1 (bottom), the overall screened internal field using both the average and \( z \)—dependent screening processes, which was calculated using equation 2.5.1 is shown. It can be seen that the effect of the screening is large, reducing the internal field to almost half of its unscreened value, hence there are large differences in the screened internal field across the well obtained using the average and \( z \)—dependent methods.

By integrating over the screened internal field the change in potential across the well due to the average and \( z \)—dependent internal field is obtained and this is shown in Figure 4.6.2. It can be seen that there is correlation between the average and \( z \)—dependent values at both low and high values of carrier density, hence the average screening field is a valid approximation for the structures investigated in this work.
Figure 4.6.1: Comparison of the average (line) and z—dependent (points) for the screening field (top) and the screened internal field (bottom) at low (blue) and high (red) carrier densities.
4.7 Homogeneous lineshape function.

If gain is based on the assumption that the states of electron and holes are only changed by interactions with photons, the resultant energy is a delta function. In a real system, homogeneous broadening occurs due to interactions with phonons and other electrons and holes, known as carrier-phonon and carrier-carrier scattering, thus the lifetime of a given state is not infinite [9, 88]. In the first order approximation, it is assumed that dephasing collisions have zero duration and cause random phase shifts in the oscillation, which results in an exponential polarization decay [8]. Fourier transforming this time dependence into a spectral broadening of the energy
results in a Lorentzian lineshape function given by

\[ L(\omega_k - \nu) = \frac{\gamma^2}{\gamma^2 + (\omega_k - \nu)^2}, \]

(4.7.1)

where \( \hbar \omega_k \) is the transition energy, \( \hbar \nu \) is the photon energy [126] and \( \gamma \) is the homogeneous linewidth factor. When a Lorentzian lineshape is used in a calculation of the optical gain, absorption below the bandgap is observed, this is because it overestimates the effects of homogeneous broadening because of the slowly decaying tails of the Lorentzian lineshape, which leads to residual absorption for photon energies below the energy gap [8, 111, 127, 128]. The hyperbolic secant (sech) function which can be written as

\[ L(\omega_k - \nu) = \text{sech} \left( \frac{\omega_k - \nu}{\gamma} \right), \]

(4.7.2)
decays away quicker and hence removes the absorption below the bandgap. The sech and Lorentzian functions are shown in Figure 4.7.1 and the slowly decaying tails of the Lorentzian function in comparison with the sech function can be clearly seen. In Figure 4.7.2, the gain spectra obtained using the sech and Lorentzian lineshape functions is shown and the absorption below the bandgap due to the slowly decaying tails of the Lorentzian lineshape can be seen.

Also, the sech lineshape function results in a larger peak gain than the Lorentzian lineshape for the same value of homogeneous linewidth factor, as shown in Figure 4.7.2. This is due to the effect of the long tails of the Lorentzian lineshape causing a reduction in the peak gain due to absorption at high energies. Increasing the homogeneous lineshape factor, as shown in Figure 4.7.3 for a sech function, causes a reduction in the gain peak. At large values of homogeneous lineshape
4.8 Spontaneous emission.

The spontaneous emission spectrum, $S(\omega)$, can be obtained from the gain spectra, $g(\omega)$, using the Henry formula [115]

$$S(\omega) = \frac{1}{\hbar} \left( \frac{n\omega}{\pi c} \right)^2 g(\omega) \left[ 1 - e^{\frac{\hbar \omega - \Delta E}{k_B T}} \right]^{-1}. \quad (4.8.1)$$
Figure 4.8.1: Spontaneous emission spectrum obtained using the Henry formula and from first principles.

Due to the homogeneous broadening of the gain spectra [20, 129], which was discussed in detail in section 4.7, the transparency point is no longer equal to the Fermi level separation, \( E(g \rightarrow 0) \neq \Delta E_F \). Hence using equation 4.8.1 to obtain the spontaneous emission from the gain causes a singularity in the spontaneous emission spectrum, as shown in Figure 4.8.1. This singularity can be removed by using an equation originally developed from first principles by Jahnke and Koch [130] but here it is written as

\[
S(\omega) = \frac{n_0^3}{6\epsilon_0 c^2 \hbar^2} \int_0^{\infty} \frac{k|\mu_k|^2 f_{ek} f_{hk}}{i(\omega_k - \nu) + \gamma} \frac{1}{1 - q(k)} \, dk, \tag{4.8.2}
\]

which is in the same form as in the work of Wieczorek et al. [131] and is similar to the equation for gain in chapter 3. In addition, it can be seen in Figure 4.8.1
that the singularity in the spontaneous emission spectrum also reduces the peak spontaneous emission. Hence by calculating the spontaneous emission from first principles the discontinuity, which arises from conversion of gain to spontaneous emission, is avoided.

### 4.9 Contributions from different transitions.

![Graph showing contributions from different transitions](image)

**Figure 4.9.1**: Contributions to the gain spectra from the ground and first transitions.

In Figure 4.9.1 the contributions to the gain from the different transitions can be seen. 75% of the gain comes from the ground state transition with the remaining 25% coming from the first order transition. Contributions from higher order transitions are negligible because of the small dipole matrix element. The effects of bandgap renormalisation on the different transitions is discussed in section 4.10.1.
4.10 Contributions to the Pade model.

In this section the effects of the contributions to the Pade model discussed in chapter 3 are investigated for an In$_{0.07}$Ga$_{0.93}$N/GaN quantum well at a carrier density of $N = 5.85 \times 10^{16} \text{ m}^{-2}$. This is achieved by breaking the model down to the basic free carrier model, and then including separately bandgap renormalisation, screening of the internal field and Coulomb enhancement (sections 4.10.1–4.10.3) to assess the relative importance of each effect. Finally in section 4.10.4 all the effects are bought together to return to the Pade model.

4.10.1 Bandgap renormalisation.

As introduced in chapter 3, one of the many body effects is bandgap renormalisation, which reduces the bandgap energy. The bandgap renormalisation can be split into contributions from the Debye and exchange shifts, and these were discussed in detail in sections 3.5.1 and 3.5.2 respectively.

In Figure 4.10.1 (top), the results of the bandgap renormalisation due to the Debye and exchange shifts given by equations 3.5.5 and 3.5.7 respectively can be seen. It can be seen that bandgap renormalisation causes a red–shift of the order of 85 meV of the gain spectrum, the Debye shift is a factor of ten times larger than the exchange shift and hence dominates the red–shift of the gain. From inspection of Figure 4.10.1 (top), it can be see that the bandgap renormalisation results in the ground and first order transition having gain over differing energy ranges. This causes a smaller gain peak and broadens the gain spectrum, in comparison with the unrenormalised case. The minimum and maximum limits of positive gain are determined by the bandgap, $E_g$, and the Fermi level separation, $\Delta E_F$, respectively [8]. Hence from this it can be established that the bandgap renormalisation results in each transition having a different Fermi level, and in the extreme case can cause the overall gain spectrum to have a multiple peak profile.

To overcome this issue the transition energy was renormalised, this is shown in Figure 4.10.1 (bottom) and it can be clearly seen that the transitions have the
Figure 4.10.1: Gain spectrum with (line and points) and without (line) renormalisation of the bandgap (top) and transition (bottom) energy for contributions from the ground state, first order and all transitions.
Figure 4.10.2: Comparison of the shape of the gain spectrum with (line and points) and without (line) renormalisation of the transition energy for contributions from the ground state, first order and all transitions.

same Fermi level. By comparing these results with Figure 4.10.1 (top), the bandgap renormalisation results in a 15% smaller gain peak than the transition energy renormalisation, and the difference gets larger with carrier density.

Having established the correct approach for renormalisation, Figure 4.10.2 shows the renormalised gain spectrum which has been blue-shifted in energy to match that of the unrenormalised gain spectrum. From this it can be seen that renormalisation has no effect on the gain spectra shape. Hence the overall effect of the bandgap shrinkage is a red-shift of the gain spectrum as the carrier density increases. This result is in agreement with the work of Coldren et al. [8] and hence the renormalisation is commonly approximated by a rigid shift and this is discussed in section 4.10.1.1.
4.10. CONTRIBUTIONS TO THE PADE MODEL.

4.10.1.1 Rigid shift approximation.

Figure 4.10.3: Variation of the bandgap renormalisation with carrier density using the full regime and the rigid shift approximation with values of $\alpha=4-6\times10^{-8}$ eVcm.

As discussed in section 4.10.1, the main effect of renormalisation is a red-shift of the gain spectra, there is little change in the shape of the spectra. Hence, the renormalisation is often approximated by a rigid band shift approximation [35, 88, 132, 133] which is given by

$$\Delta E_g = \alpha \sqrt{N}, \quad (4.10.1)$$

where $N$ is the carrier density and $\alpha$ is the bandgap renormalisation constant, which is dependent upon the operating conditions and the composition of the quantum well [111]. Figure 4.10.3 shows a comparison of the bandgap renormalisation obtaining using the full regime detailed in section 4.10.1 with the rigid shift approximation. The bandgap renormalisation constant, $\alpha$, was used as an adjustable parameter and
values of $\alpha=4\times10^{-8}$ eVcm are shown. It can be seen that for these results the rigid shift approximation does not accurately reproduce the model detailed in sections 3.5 and 4.10.1. Using $\alpha=4\times10^{-8}$ eVcm the rigid shift approximation underestimates the low carrier density renormalisation and $\alpha=6\times10^{-8}$ eVcm overestimates the high carrier density renormalisation. These values compare with published values of the bandgap renormalisation constant for GaN of $2.1-4.27\times10^{-8}$ eVcm [109, 134]. From these results it can be seen that the rigid shift approximation does not accurately reproduce the bandgap renormalisation of this structure and hence the method detailed in section 3.5 with contributions from the Debye and exchange shifts is used in all future calculations.

### 4.10.2 Internal field.

![Gain spectrum](image)

Figure 4.10.4: The gain spectrum calculated at the level of free carrier theory (FC) with and without screening of the internal field.
The effects of screening of the internal field which was discussed in chapter 2 and section 4.5 on the gain is shown in Figure 4.10.4. The unscreened internal field has a value of $E_{\text{int}}(0)=1.23 \text{ MVcm}^{-1}$ and at threshold this is reduced to $E_{\text{int}}(N)=0.9 \text{ MVcm}^{-1}$ due to screening. It can be seen that screening of the internal field causes an energy blue-shift of 50 meV and increases the gain peak by 5%.

### 4.10.3 Coulomb enhancement.

![Figure 4.10.5: The gain spectrum calculated at the level of free carrier theory (FC), with and without Coulomb enhancement.](image)

The Coulomb enhancement which was discussed in chapter 3, is given by the factor $\frac{1}{1-g(k)}$ in equation 3.3.22. In Figure 4.10.5, it can be seen that at threshold the Coulomb enhancement has no effect on the energy of the gain spectrum, but causes an increase in the gain of 18% compared to the free carrier case. The Coulomb enhancement is only valid above the Mott density as it neglects the effects of bound
electron–hole states. The Mott density occurs when the screening length given by equation 3.4.23 is equal to the Bohr radius. The Mott density for this structure is \( N = 1.0 \times 10^{16}\text{m}^{-2} \), which corresponds to a value of approximately 3 nm for the Bohr radius and screening length.

### 4.10.4 Pade model.

![Gain spectra for different contributions to the Pade model: free carrier, bandgap renormalisation, screening of the piezoelectric field, Coulomb and full Pade.](image)

Figure 4.10.6: Gain spectra for different contributions to the Pade model: free carrier, bandgap renormalisation, screening of the piezoelectric field, Coulomb and full Pade.

The gain at the level of the Pade approximation is given by equation 3.3.22 and in Figure 4.10.6 the different contributions to the Pade model are shown. It can be seen that between the free carrier and the Pade models, there is an energy red–shift of 35 meV due to contributions from the bandgap renormalisation and screening of the internal field. In addition the gain is increased by 18 % mainly due to the
4.11 SUMMARY.

Coulomb enhancement.

4.11 Summary.

The bandgap of InGaN structures was calculated from interpolation from the binary values where a value for the bandgap of InN that does not follow the common-cation rule was used. A larger value of InN bandgap would blue-shift and reduce the intensity of the gain spectrum. From investigation of the band offset ratio it was found that peak gain occurs at a conduction band offset of 67%, which is the value commonly used for modelling InGaN structures and is the value used in the rest of this work.

It was found that InGaN/GaN structures are always under compressive strain, hence the piezoelectric and spontaneous fields point in opposite directions, as the piezoelectric field is approximately 25 times larger than the spontaneous field, the internal field in these structures is dominated by the piezoelectric field.

From investigation of the average and z—dependent screenings of the internal field in quantum wells, it was found that the average screened internal field results in a similar well shape to that obtained using the z—dependent screened internal field and hence the average screening is a valid approximation for these structures.

It was found that the use of a homogeneous lineshape function of the form of a Lorentzian lineshape function results in absorption below the bandedge due to the long tails of the Lorentzian function, this absorption was eliminated by the use of a sech lineshape function. The homogeneous lineshape function, contains the homogeneous lineshape factor, \( \gamma \), which can be used to a certain extent to fit the gain peak, within the range of \( \gamma = 1 - 3 \times 10^{13}\text{s}^{-1} \). A value of \( \gamma = 1 \times 10^{13}\text{s}^{-1} \) is used in the rest of this work. It was found that the use of the Henry formula to obtain the spontaneous emission from gain, results in a discontinuity due to broadening effects, hence the spontaneous emission spectra presented in this thesis were calculated using the first principles approach.

The effects on the gain spectra of the different contributions to the Pade model
were investigated. It was found that between the free carrier and the Pade models at the threshold carrier density of \( N = 5.85 \times 10^{16} \text{m}^{-2} \), there is an energy redshift of 180 meV due to contributions from the bandgap renormalisation and the screened internal field, and the gain is increased by 18\% mainly due to the Coulomb enhancement. In addition the rigid shift approximation, which is proportional to the square root of the carrier density, was found to be a poor approximation for the bandgap renormalisation in this structure. Also because the Coulomb enhancement is only valid above the Mott density, the model can only be used above a carrier density of \( N = 1 \times 10^{16} \text{m}^{-2} \) for this structure.
Chapter 5

Measurement of the internal field.

The internal field in InGaN based quantum wells, as discussed in chapter 2, is of the order of MVcm⁻¹ which is almost an order of magnitude larger than in other III–V materials such as GaAs [48, 49, 135]. This internal field skews and breaks the symmetry of the well, causing spatial separation of the electron and hole wavefunctions [74, 80]. This reduction in the electron hole overlap function affects the emission wavelength [136], the oscillator strength [71] and the recombination lifetimes [66, 94], hence an accurate value of the internal field is essential in understanding the properties of these devices. The majority of approaches to determine the internal field, have relied upon counteracting the quantum confined Stark effect with an externally applied reverse bias and measuring properties of the quantum well as a function of this applied reverse bias. The method of reverse bias photocurrent absorption is discussed in section 5.2 and the calculation of the internal field from the reverse bias is detailed in section 5.3. Using these methods there have been large reported differences between the theoretical and experimental results [65]. I believe this is due to an inappropriate approximation for the electric field within the depletion region, which is used in the analysis of experimental data, and in section 5.4 a more exact method is proposed and comparison with published work is made in section 5.5.

Using this method, in section 5.6.1 the strength of the internal field of another
InGaN \( p-i-n \) structure is measured, using reverse bias photocurrent absorption spectroscopy detailed in section 5.6.2 and using microscopic theory based on the screened Hartree–Fock approximation detailed in section 5.6.3. In section 5.7 comparisons between the theoretical results and experimental photocurrent absorption measurements are made. Finally in section 5.8 the subject is reviewed and conclusions made.

5.1 Introduction.

Table 5.1.1: Internal field in InGaN/GaN quantum wells.

<table>
<thead>
<tr>
<th>% In</th>
<th>Field MVcm(^{-1})</th>
</tr>
</thead>
<tbody>
<tr>
<td>3</td>
<td>0.11 [82]</td>
</tr>
<tr>
<td>5</td>
<td>0.3 [87]</td>
</tr>
<tr>
<td>7</td>
<td>1.1 [137]</td>
</tr>
<tr>
<td>9</td>
<td>1.4 [137]</td>
</tr>
<tr>
<td>10</td>
<td>0.35 [136]</td>
</tr>
<tr>
<td>10</td>
<td>0.9 [93]</td>
</tr>
<tr>
<td>12</td>
<td>1.6 [138]</td>
</tr>
<tr>
<td>13</td>
<td>1.1 [74]</td>
</tr>
<tr>
<td>15</td>
<td>0.5 [83]</td>
</tr>
<tr>
<td>15</td>
<td>2.1 [66, 139]</td>
</tr>
<tr>
<td>16</td>
<td>1.2 [65]</td>
</tr>
<tr>
<td>18</td>
<td>1.1 [140]</td>
</tr>
<tr>
<td>20</td>
<td>2.1 [66]</td>
</tr>
<tr>
<td>22</td>
<td>3.1 [138]</td>
</tr>
<tr>
<td>23</td>
<td>1.7 [68]</td>
</tr>
<tr>
<td>23</td>
<td>1.9 [68]</td>
</tr>
<tr>
<td>25</td>
<td>1.4 [61]</td>
</tr>
</tbody>
</table>

The strain induced piezoelectric field strongly affects the electronic and optical properties, hence it should be taken into account when designing and fabricating nitride based devices [65, 73]. However, the data concerning the physical properties of InGaN is still evolving and is sometimes controversial. Studies completed previously, with results summarised in table 5.1.1 and Figure 5.1.1, display a large
5.1. INTRODUCTION.

Figure 5.1.1: The increase in internal field with % In from published results [61, 65, 66, 68, 82, 83, 87, 93, 136, 137, 139, 140].

spread of values for the internal field. As described in sections 2.3 and 4.5 the internal field should increase with increasing indium content and this is the broad trend observed in figure 5.1.1. Of course some allowances must be made for the uncertainty in the indium content and material quality [3], but the spread in the experimentally determined data is very large.

As discussed in chapter 2, the spontaneous polarization is small at InGaN/GaN interfaces, hence the internal field in these structures is dominated by the piezoelectric field [61, 141, 142]. Samples with similar indium concentrations are expected to have similar internal fields [4], but reported values of the internal field [66, 83], for the same nominal indium content can vary up to a factor of four, which is far greater than the expected error due to unintended variations in the indium content.

The method of reverse bias has previously been used to measure the internal field [65, 66, 68, 137]; this is done by varying the reverse bias and measuring the change in an observed property of the structure. In the work of Jho et al. [66],
Takeuchi et al. [65] and Lai et al. [68] the method of photoluminescence has been used and the shifts in the energy of the photoluminescence peak measured. Renner et al. [137] performed electroabsorption measurements and the minimum of the absorbed light power according to the Franz–Keldysh effect was observed.

5.2 Reverse bias photocurrent.

Figure 5.2.1: A $p$--$i$--$n$ junction under zero bias (a) and reverse bias (b) [143].

The method of reverse bias photocurrent is one approach to investigating the internal field and in this section a broad introduction is presented. The experimental work performed by Pope [63], using reverse bias photocurrent is presented in
5.2. **REVERSE BIAS PHOTOCURRENT**

Photocurrent absorption is the generation of electron hole pairs, when the sample is illuminated with incident light of photon energy larger than the energy bandgap. The internal \( p-i-n \) field within the device, separates the electron hole pairs and the resulting current is measured, this is covered in further detail in section 5.6.2. By applying a reverse bias, \( V \), the \( p-i-n \) junction exhibits rectifying behaviour and by comparing figures 5.2.1 (a) and (b), it can be seen that as the internal \( p-i-n \) field within the device is increased, the efficiency of the sweeping away of the electron hole pairs is increased. Neglecting the internal field, the measured signal, which corresponds to the extracted photogenerated carriers, is expected to increase with reverse bias, reaching a plateau when all the electron hole pairs are swept out.

The internal field present in the well due to strain, is opposed by the field across the \( p-i-n \) junction, hence the reverse bias opposes the internal field reducing the effect of the induced quantum confined Stark effect and this is shown in Figure 5.2.2. At low bias the well is skewed due to the internal field, and increasing the reverse bias causes an increase in the amplitude and energy of the absorption peak, until at a critical bias the contributions from the applied bias and the internal field are equal and opposite. At this critical bias, the quantum well is square [12, 118] and the overlap of electron and hole wavefunctions, the amplitude of the absorption, and the ground state transition energy are maximised. At higher bias the well is skewed in the opposite sense, as the bias dominates the effective internal field and the amplitude and energy of the absorption peak decrease. The change in the well shape due to the internal and applied fields is shown in Figure 5.2.2, for small, critical and large values of applied bias, from left to right respectively.

Therefore with increasing reverse bias, the absorption intensity increases, reaches a maximum value at the critical reverse bias and then decreases again. Similarly, the energy of the peak absorption reaches a maximum value and then decreases again as the reverse bias is increased. The energy shift of the photoluminescence peak of InGaN/GaN devices with increasing applied reverse bias, has been observed in...
Figure 5.2.2: Well shape due to the internal and applied fields for small, critical and large values of applied bias, from left to right.

many published works [65, 66, 68, 79]. Hence, by observing this plateau region with respect to the reverse bias, the internal field in InGaN structures can be derived and this is discussed in section 5.3.

5.3 Effective internal field.

As discussed in section 5.2, the applied reverse bias opposes the internal field, hence the effective internal field, $E$, in the well is related to the reverse bias, $V$, using [66]

$$E(V) = \frac{\Delta \phi_0 - V - E_{int} N_w L_w}{d_u + d_d(V)/2} + E_{int}, \quad (5.3.1)$$

where $E_{int}$, $N_w$, $\Delta \phi_0$, $d_d$ and $d_u$ are the internal field, number of quantum wells, built-in potential and the depletion and active widths respectively. The internal
field $E_{\text{int}}$, is the sum of the fields due to the piezoelectric effect and the spontaneous polarization, but as discussed in chapter 2 and section 5.1, the spontaneous polarization contribution is small. At the critical bias, when the well is square, equation 5.3.1 simplifies as the effective internal field is zero, $E = 0$. For a $p-i-n$ structure the width of the active $i-$region, $d_u$, is given by

$$d_u = N_w L_w + (N_w + 1)L_b,$$  \hspace{1cm} (5.3.2)\

where $L_w$ and $L_b$ are the widths of the well and barrier regions respectively. Previously, the value of the internal field, $E_{\text{int}}$, obtained using the experimental method detailed in section 5.2 and equation 5.3.1, has been up to a factor of two smaller than that obtained from theoretical calculations. I believe this is due the fact that the active region is not taken into account when calculating the penetration of the electric field into the doped regions, which is given by the depletion width, $d_d$. The depletion width, $d_d$, in equation 5.3.1, varies with the applied bias, $V$, of the junction, hence to understand this relationship fully the spatial variation of charge and field in a $p-i-n$ junction has to be taken into account and this is investigated in section 5.4.

5.4 Depletion width.

The $p$ and $n$-doping of GaN is normally done with Mg and Si which replace a Ga and N atom respectively. As is well known when the $p-$type and $n-$type materials are placed in contact with each other, there is a net diffusion of electrons into the $p-$type material and holes into the $n-$type material. This is caused by the concentration gradients of electrons and holes and occurs until the chemical potentials are equalised [45]. A consequence of this is that a region of the $n-$type layer of width, $d_n$, is depleted of electrons and positive charge is located on the ionised donor. Similarly for the $p-$type layer, there is a negative charge region of width, $d_p$. The depletion width, $d_d$, which appears in equation 5.3.1, is dependent
on the applied bias and is written as

\[ d_d(V) = d_p(V) + d_n(V), \]  

(5.4.1)

which is the sum of the individual \( p \) and \( n \)-type depletion widths. The depletion width can be calculated using methods based on the \( p-n \) and \( p-i-n \) approximations, this is discussed in sections 5.4.1 and 5.4.2 respectively, and comparisons with a simulation software package are also made.

5.4.1 Depletion width: \( p-n \) junction approximation.

It is a common assumption in the calculation of the internal field [65, 66] that the depletion width, \( d_d \), in a \( p-i-n \) structure can be approximated using the abrupt \( p-n \) junction approximation. This derivation is covered in the work of Hook and Hall [49] for example and here the result is just quoted as

\[ d_d(V) = \sqrt{\frac{2\epsilon e_0 \Delta \phi}{\epsilon(N_A + N_D)} \left( \frac{N_A}{N_D} + \frac{N_D}{N_A} \right)}, \]  

(5.4.2)

where \( N_A \) and \( N_D \) are the acceptor and donor doping densities and \( \Delta \phi \) is the difference in the electrostatic potential, which is discussed in section 5.4.2. For this equation to be valid i.e. for the \( p-n \) approximation to accurately describe a \( p-i-n \) junction, the field across the active region must be zero or the active region must be very small \( d_u \to 0 \).

However, there is a constant field, \( E \neq 0 \), across the active region for all values of reverse bias, which can be verified using one of the many modelling packages that are available that self consistently solve the Poisson and Schrodinger equations, for example Simwin\textsuperscript{TM} [144]. Simwin\textsuperscript{TM} is based upon a one dimensional drift diffusion simulator and uses equations based on the electrical, optical and the thermal properties, to simultaneously converge on the solution. In Figure 5.4.1, the field across the \( p-i-n \) structure [65], obtained using Simwin\textsuperscript{TM} is shown and the constant field, \( E \neq 0 \), in the active region can be clearly seen.
In the work of Takeuchi et al. [65], the \( p-n \) junction approximation was used to describe a \( p-i-n \) junction and in Figure 5.4.2 this approximation is compared with Simwin\textsuperscript{TM} for a range of applied biases. It is clear that the values obtained for the depletion width from the \( p-n \) approximation are up to a factor of two times larger than those obtained using Simwin\textsuperscript{TM}, and hence the \( p-n \) approximation does not produce accurate results for this structure. The observed constant field, \( E \neq 0 \), across the active region in Figures 5.4.1 and 5.4.2, is the main cause of the discrepancy between the results obtained using the \( p-n \) junction approximation and Simwin\textsuperscript{TM}. This is due to the fact that residual doping level in the \( i-\) region is very small and any applied voltage is dropped entirely across the \( i-\) region [12]. The \( p-n \) junction approximation would be valid for this structure if the field rapidly fell to zero at the \( p-i \) interface and rose again at the \( i-n \) interface i.e the field across the
active region was zero, or if the width of the active region was small \(d_u \rightarrow 0\). In both of these situations there is no contribution to the voltage from the active region. Neither of these cases apply to the structure used by Takeuchi et al. [65], hence the \(p-n\) junction approximation overestimates the depletion width and the maximum field in the well. Although Simwin\textsuperscript{TM} provides a solution for the depletion width, the simulation needs to rerun for each new value of applied bias and the solution for the depletion width read off the resulting graphical display. An analytic model which can be included in equation 5.3.1 for the total field across a \(p-i-n\) junction would offer huge gains in time and simplicity. Hence in section 5.4.2, an equation for the depletion width which includes the constant non-zero field across the active region is developed.
5.4. **DEPLETION WIDTH.**

5.4.2 Depletion width: \( p-i-n \) method.

As discussed in section 5.4.1, the \( p-n \) junction approximation overestimates the depletion width. Hence in this section, an equation for the depletion width, based on the \( p-i-n \) junction method, incorporating a constant field in the active region is derived. This is done by using Poisson’s equation to relate the field and potential difference across the structure. The difference in electrostatic potential of a \( p-i-n \) junction can be written as

\[
\Delta \phi = \phi(\infty) - \phi(-\infty) = \Delta \phi_0 - V, \tag{5.4.3}
\]

where \( \Delta \phi_0 \) is the built in voltage and \( V \) is the applied bias, where forward bias \( V > 0 \) and reverse bias \( V < 0 \). The built in voltage, \( \Delta \phi_0 \), can be derived from the Fermi level separation

\[
e \Delta \phi_0 = \mu_n - \mu_p = E_g + k_B T \ln \left( \frac{N_D N_A}{N_C N_v} \right), \tag{5.4.4}
\]

where \( N_C \) and \( N_V \) are the density of states in the conduction and valence bands, and \( T \) and \( k_B \) are the temperature and Boltzman’s constant respectively [145]. Using the intrinsic electron carrier concentration

\[
n_i = \sqrt{N_C N_V e^\left( \frac{-E_g}{k_B T} \right)}, \tag{5.4.5}
\]

and substituting into equation 5.4.4 gives the built-in potential as [45]

\[
\Delta \phi_0 = \frac{k_B T}{e} \ln \left( \frac{N_D N_A}{n_i^2} \right). \tag{5.4.6}
\]

From investigations using Simwin\(^{TM}\), which are shown in Figure 5.4.2, it can be seen that there is a constant non-zero field, \( E_1 \neq 0 \), across the active region, \( d_u \) and
a linear reduction of the field across the p and n type depletion regions, given by $d_p$ and $d_n$ respectively. Hence the depletion approximation which assumes that the p and n regions have well defined edges and that the carrier density falls to zero very rapidly at the depletion boundary is valid for this situation. The charge contained in the p and n regions is equal, hence [45]

$$N_A e d_p = N_D e d_n, \quad (5.4.7)$$

where $N_A$ and $N_D$ are the acceptor and donor doping densities respectively. As the charge must be equal on both sides of the junction, the weaker doped side must have a larger depletion width and this can be seen in Figure 5.4.2. Hence the doping impurities are ionised further from the junction in the lighter doped material, to equal the charge in the more heavily doped side [30].

Using 5.4.7, the charge density for a $p-i-n$ structure can be written as

$$\rho(z) = \begin{cases} 
-N_A e & -d_p < z < 0 \\
0 & 0 < z < d_u \\
+N_D e & d_u < z < d_u + d_n \\
0 & -d_p > z > d_u + d_n,
\end{cases} \quad (5.4.8)$$

where $z = 0$ is defined as the $p-i$ interface. By using Poisson’s equation

$$\frac{d^2 \phi}{dz^2} = -\frac{\rho(z)}{\varepsilon \varepsilon_0}, \quad (5.4.9)$$

the electric field can be written as

$$E(z) = -\frac{d \phi}{dz} = \begin{cases} 
-N_A e (z + d_p) & -d_p < z < 0 \\
-N_A e d_p & 0 < z < d_u \\
+N_D e (z - d_u - d_n) & d_u < z < d_u + d_n \\
0 & -d_p > z > d_u + d_n,
\end{cases} \quad (5.4.10)$$
where the assumption that there is a constant field in the i region \((0 < z > d_u)\) has been used.

The difference in electrostatic potential given by equation 5.4.3, can be equated to the integral of the electric field

\[
\Delta \phi = - \int_{-\infty}^{\infty} E(z)dz, \quad (5.4.11)
\]

this can be rewritten as

\[
\Delta \phi = - \int_{-d_p}^{d_u+d_n} E(z)dz, \quad (5.4.12)
\]

as there is only a field present across the p and n type depletion regions and the active region. By further splitting, the integral can be rewritten as

\[
\Delta \phi = - \int_{-d_p}^{0} E(z)dz - \int_{0}^{d_u} E(z)dz - \int_{d_u}^{d_u+d_n} E(z)dz, \quad (5.4.13)
\]

and by substitution of equation 5.4.10 gives

\[
\Delta \phi = \frac{e}{\epsilon \epsilon_0} \left[ +N_A \int_{-d_p}^{d_u+d_n} (z + d_p)dz \\
+ N_A \int_{0}^{d_u} d_p dz \\
- N_D \int_{d_u}^{d_u+d_n} (z - d_u - d_n)dz \right], \quad (5.4.14)
\]

were uniform doping is assumed. Performing the integration gives

\[
\Delta \phi = \frac{e}{2\epsilon \epsilon_0} \left( N_A d_p^2 + 2d_n N_D d_u + N_D d_n^2 \right). \quad (5.4.15)
\]

The constant field across the active region, \(E_i\), can be found by integrating the charge density in the p type depletion region, \(\rho = -N_Ae\), over the width of the p type depletion region, which can be written as

\[
E_i = \frac{-eN_A}{\epsilon \epsilon_0} d_p. \quad (5.4.16)
\]
Thus, by substitution of equation 5.4.7 into equation 5.4.15, the potential can be rewritten as

$$\Delta \phi = -\frac{eN_A}{\varepsilon \varepsilon_0} d_p \left( d_u + \frac{d_p + d_n}{2} \right),$$  \hspace{1cm} (5.4.17)

and by substitution of equation 5.4.7, this can be written as a quadratic in terms of $d_n$

$$0 = \frac{d_n^2}{2} \frac{N_A + N_D}{N_A} + d_u d_n - \frac{\Delta \phi \varepsilon \varepsilon_0}{\varepsilon N_D}. \hspace{1cm} (5.4.18)$$

Solving using the quadratic formula [146], the $n$ type depletion width can be written as [147]

$$d_n = -d_u \pm \sqrt{d_u^2 + 2\left( \frac{N_D + N_A}{N_A} \right) \frac{\Delta \phi \varepsilon \varepsilon_0}{\varepsilon N_D}}, \hspace{1cm} (5.4.19)$$

and using equation 5.4.7 for the charge contained in each region, the $p$ type depletion width, $d_p$, can be similarly written as

$$d_p = -d_u \pm \sqrt{d_u^2 + 2\left( \frac{N_D + N_A}{N_D} \right) \frac{\Delta \phi \varepsilon \varepsilon_0}{\varepsilon N_D}}. \hspace{1cm} (5.4.20)$$

By the use of equations 5.4.1, 5.4.19 and 5.4.20 the total depletion width can be written as

$$d_d = -d_u \pm \sqrt{d_u^2 + 2\left( \frac{N_D + N_A}{N_A N_D} \right) \frac{\Delta \phi \varepsilon \varepsilon_0}{\varepsilon}}, \hspace{1cm} (5.4.21)$$

which is the sum of the $p$-type and $n$-type depletion regions. By comparison with equation 5.4.2, which is the depletion width obtained using the $p-n$ approximation, equation 5.4.21 can be rewritten as

$$d_{d(p-i-n)} = -d_u \pm \sqrt{d_u^2 + d_{d(p-n)}^2}, \hspace{1cm} (5.4.22)$$

which is the depletion width under the $p-i-n$ junction model $d_{d(p-i-n)}$ in terms of the active region $d_u$ and the depletion width under the $p-n$ approximation $d_{d(p-n)}$.

The depletion width, equation 5.4.21, obtained using the $p-i-n$ junction model, can be simplified to equation 5.4.2, which was obtained using the $p-n$ junction.
approximation, either if the active region is infinitely narrow, $d_u \to 0$, or if the field across the active region is zero, in both cases there is no contribution to the voltage from the active region. As either of these situations do not apply to a $p-i-n$ structure it is not consistent with the use of equation 5.3.1 or even a modified form of equation 5.3.1 where $d_u = 0$.

In Figure 5.4.3, the field across the structure using the $p-i-n$ junction model given by equation 5.4.21 and Simwin™ are compared. There is close agreement of the field and depletion width, between the two methods for all values of reverse bias. Having established the correct analytic approach to calculate the depletion width and hence the internal field, published work is reassessed in section 5.5.

Figure 5.4.3: The electric field across a $p-i-n$ structure ($p-i$ interface at 720 nm) using Simwin™ [144] (thick lines) and the $p-i-n$ model (thin lines), at biases of 0, -5 and -10 V.
5.5 Published results.

Applying these methods to published results is difficult, as in most cases the details published were insufficient to reassess the data.

However, in the case of Takeuchi et al. [65] and Jho et al. [66], we are able to reinterpret the experimental data including the effect of the active region on the depletion width. Both of these works are based on \( \text{In}_{0.15}\text{Ga}_{0.85}\text{N/GaN} \) structures and by interpolating the piezoelectric and elastic constants from the binary values a theoretical value of \( E_{\text{int}} = -2.5 \text{ MVcm}^{-1} \) was obtained.

Using the \( p-n \) junction approximation, Takeuchi et al. [65] report values of \( d_d=89 \text{ nm} \) and \( 13 \text{ nm} \) for the depletion width at biases of \(-10\) and \( 3 \text{ V} \) respectively. They then go on to match the experimentally observed results with an internal field of \( E_{\text{int}} = -1.2 \text{ MVcm}^{-1} \). Recalculating these results using the \( p-i-n \) junction method, the depletion width has values of \( d_d=49 \text{ nm} \) and \( 1.5 \text{ nm} \) and the flat band voltage of \(-14 \text{ V} \) corresponds to a internal field of \( E_{\text{int}} = -2.6 \text{ MVcm}^{-1} \).

In the work of Jho et al. [66], capacitance–voltage measurements were used to calculate the depletion width by approximating it to \( d_d(V) = \alpha \sqrt{(\Delta \phi_0 - V)} \) where \( \alpha \) was used as fitting parameter. This approximation is in the same form as equation 5.4.2 for the \( p-n \) junction approximation, and hence the effects of the active region on the depletion width are not taken into account. At reverse biases of \( 0 \text{ V} \) and \(-20 \text{ V} \) Jho et al. calculate values of approximately \( 40 \text{ nm} \) and \( 120 \text{ nm} \) for the depletion width. The same values are obtained for a 20% indium structure even though the width of the active region is over twice as large as in the 15% indium structure. This compares to values of \( d_d=17 \text{ nm} \) and \( 77 \text{ nm} \) for the 15%, and \( 6 \text{ nm} \) and \( 35 \text{ nm} \) for the 20% indium structures, obtained using the \( p-i-n \) junction method. Hence from this we establish that the \( p-n \) junction approximation overestimates the depletion width by up to 60% in comparison to the \( p-i-n \) junction method for these structures. The 20% sample does not display the flat band condition within the reverse bias range presented in the paper by Jho et al, but for the 15% sample the flat band condition occurs at a voltage of
approximately −17 V. Using the $p-i-n$ junction method we find that the flat band at −17 V for the 15% In sample can be fitted using a internal field of $E_{\text{int}} = -2.6$ MVcm$^{-1}$. Thus by including the effect of the active $i-$region, close correlation between the internal field determined using experimental and theoretical methods is observed.

5.6 Further experimental data.

Having established the approach for interpreting the measured flat band voltage to yield the internal field, photocurrent absorption results are presented and comparisons made with absorption spectra calculated at the level of quantum kinetic theory. This comparison allows us to fit data measured as a function of bias to determine the bias necessary to achieve the flat band condition and also to assess the effect of the extraction efficiency of carriers.

5.6.1 Structure details.

The structure investigated was grown at the Xerox, Palo Alto Research Centre and the fabrication performed by Mark Dineen [148]. The structure was grown on (0001) sapphire and consists of a 4 μm $p$-GaN buffer layer, a 50 nm $p$-doped In$_{0.02}$Ga$_{0.98}$N defect reduction layer, 500 nm of Al$_{0.07}$Ga$_{0.93}$N and 100 nm $p$-GaN. The active region consists of five 3.5 nm In$_{0.1}$Ga$_{0.9}$N quantum wells embedded between 6.5 nm In$_{0.01}$Ga$_{0.99}$N barriers. A 20 nm Al$_{0.2}$Ga$_{0.8}$N barrier was used help prevent carrier leakage, the device was completed with 100 nm $n$-doped GaN, 500 nm of $p$-doped Al$_{0.07}$Ga$_{0.93}$N and topped with 100 nm of $p$-GaN [148, 149]. The levels of donor ($n$-type) and acceptor ($p$-type) doping in the sample were $N_D = 2 \times 10^{18}$ cm$^{-3}$ (Si) and $N_A = 1 \times 10^{20}$ cm$^{-3}$ (Mg), respectively. As higher doping levels result in smaller depletion widths [12], the $n$-type depletion width is much smaller than the $p$-type for this sample. The composition and dimensions of the quantum well and barrier regions were obtained using X-ray diffraction of the sample [150], hence the
values are accurate to ±1% and ±0.1 nm respectively [151].

5.6.2 Experimental details.

The magnitude and energy of the peak of the absorption spectra as a function of reverse bias at room temperature were measured by Pope [63], using photocurrent absorption measurements as detailed in section 5.2, a method similar to the photovoltage experiments performed by Smowton et al. and Blood et al. [152, 153].

Monochromatic light obtained using a white light source and a monochromator, was passed through a collimator and focused on the end facet of the sample and a external DC bias was applied to the sample. The photo-generated signal was then sent to a lock-in amplifier, which amplifies the current and converts it to a voltage signal. The absorption spectrum was then obtained by rotation of the

Figure 5.6.1: The experimental photocurrent absorption spectrum at reverse biases of 0, -4, -8 and -11 V [63].
monochromator. The effects of noise due to electric signals and background light were minimised by encasing the sample in a metal box.

A selection of the experimental absorption spectra for reverse biases of 0, -4, -8 and -11V is shown in Figure 5.6.1, from this the shift in energy and intensity due to the reverse bias was extracted. As can be seen the intensity increases with reverse bias until the critical bias is reached at -8 V, and at -11 V the intensity has decreased again. Which is caused by dominance of the internal field at low bias and reverse bias at high bias. A low excitation power was used to obtain the photoluminescence spectra, this was done to minimise the effects of free carrier screening [138], which is discussed in section 2.5. Since the magnitude of the measured absorption signal depends upon the extraction of carriers from the device, which may be incomplete at low values of reverse bias [154], a bias dependent measured absorption signal at small bias is expected.

5.6.3 Theory.

In section 5.3, an analytical method to calculate the average effective field of a multi quantum well structure due to contributions from the applied bias and the internal field was developed. Hence the effect of the applied bias on the absorption spectra for a quantum well device can be investigated. Thus for each value of reverse bias, the depletion width, $d_d$ and the average effective field, $E$, were calculated using equations 5.4.21 and 5.3.1 respectively. The effect of the field on the absorption spectra as a function of reverse bias was calculated using equation 3.3.22. As a low carrier density of $10^{10}$ cm$^{-2}$ was used, the screening effects discussed in section 2.5 cause a reduction of less than 0.2% in the internal field. This agrees with the work of Jho et al. [66], who reported that screening effects only becomes important at carrier densities above $10^{12}$ cm$^{-2}$. Also as the quantum wells in the sample investigated are sufficiently thin, reduction of the internal field due to strain relaxation can be neglected.
5.7 Results.

Figure 5.7.1: The depletion width, $d_d$, as a function of reverse bias $V$, using the $p-n$ (red) approximation and $p-i-n$ method (blue)

Using the $p-i-n$ method given by equation 5.4.21, the depletion width $d_d$ of the In$_{0.1}$Ga$_{0.9}$N sample detailed in section 5.6.1, as a function of applied reverse bias $V$ is shown in Figure 5.7.1. The depletion width obtained using the $p-n$ approximation is also shown for comparison and demonstrates that the use of the $p-n$ approximation significantly over estimates the depletion width and consequently leads to an underestimation of the internal field due to the piezoelectric effect and spontaneous polarization using equation 5.3.1.

The experimentally determined energy of the peak absorption is shown in Figure 5.7.2 (top) as a function of the applied reverse bias. The experimental data is fitted using the theoretical model where the internal field is the fitting parameter and the best fit is calculated for an internal field of $E_{int} = -1.9$ MVcm$^{-1}$. Which
Figure 5.7.2: Energy (top) and amplitude (bottom) of the peak absorption as a function of applied reverse bias $V$ for measured (symbols) and calculated (line) values.
Figure 5.7.3: Variation of the internal field as a function of applied reverse bias $V$.

compares with $-1.8$ MVcm$^{-1}$ obtained using the calculation when the material constants are obtained by interpolating the binary values, as discussed in section 5.5. The flat band condition (square well), occurs at a critical bias of approximately $-8$ V.

A comparison of the experimental and calculated results for the amplitude of the measured peak absorption is shown in Figure 5.7.2 (bottom) and shows there is good agreement at high values of bias but poor agreement at low bias. At low bias there is incomplete extraction of the carriers as discussed in section 5.6.2 and hence there is a reduction in the apparent absorption using photocurrent spectroscopy [154]. The comparison indicates that measurements of the amplitude of absorption using photocurrent spectroscopy are inappropriate to determine the internal field.

Having fitted the experimental energy shift with a field of $E_{int} = -1.9$ MVcm$^{-1}$, the variation of the internal field given by equation 5.3.1, is shown in Figure 5.7.3.
5.7. RESULTS.

The relationship is almost linear within the range shown, and the change in sign of the field at $-8\, V$, corresponds to the critical bias and the square well condition.

As the acceptor doping is much larger than the donor doping in this structure, $N_A \gg N_D$, the total depletion width, $d_d$, is dominated by the $d_n$ term. In Figure 5.7.4, the effects of 10% variation in the donor doping, $N_D$, is shown. A 10% reduction increases the depletion width and hence the flat band condition shifts to a higher value of reverse bias, likewise a 10% increase reduces the depletion width shifting the flat band condition to a smaller reverse bias. Hence from this we can establish that variations in the donor doping have a small effect on the energy shifts with reverse bias.
5.8 Summary.

Previously there has been a wide range of values for the internal field and the value of the experimentally determined internal piezoelectric field has been significantly smaller than theoretical values. In this chapter, the importance of using a correct description for the depletion widths of $p-i-n$ structures has been established. By reassessing published work based on the $p-n$ junction approximation, it has been established that it overestimates the depletion width and gives a reduced value for the internal field. Close correlation between the microscopic theory and experimental results for the absorption peak energy was achieved but it was found that the apparent magnitude of the absorption was probably affected by the efficiency with which carriers are extracted at low bias. Hence it can be concluded that the energy of the peak absorption was more useful for experimental determination of the internal field. It is also shown that the measured internal field of $-1.9 \text{ MVcm}^{-1}$ is within 5% of the field of $-1.8 \text{ MVcm}^{-1}$ obtained from calculations using piezoelectric and elastic constants interpolated from the binaries listed in the work of Martin et al. [124].
Chapter 6

Screening of the internal field.

6.1 Introduction.

Although InGaN based devices are available commercially, there is still debate over the nature of the transitions occurring in these devices, which is mainly due to the resultant effects of the large electric field in the quantum wells [79]. As discussed in chapter 2, the internal field skews the well causing spatial separation of the electron and hole distributions, which reduces the wavefunction overlap integral, thereby reducing both the gain and the spontaneous recombination rate at a given injected carrier density [155], hence the optical properties of these structures are determined by the interactions of band-filling, bandgap renormalisation and screening of the internal field [94]. At the high injected carrier densities that lasers and LEDs operate under, the consideration of these competing processes in the analysis of data and modelling of these devices is difficult. To simplify the problem, it is assumed that the internal field is completely screened at threshold [156], hence the well can be assumed to be square and the wavefunction overlap integral is close to unity. Although work has been performed on the effect of the internal field on properties such as emission wavelength [157], little experimental work provides information on the effects of the internal field in typical laser structures at threshold. However, the relationship between gain and intrinsic current due to a partially-
screened internal field is dependent on the well width, as reported in the theoretical work of Park et al. [155] and Chow et al. [94], this differs considerably from that of square wells. Hence a knowledge of the dependence of the properties of real quantum well structures upon injected carrier density is therefore of considerable importance for the understanding and design of laser structures.

In this chapter an investigation of strained quantum well structures using the theoretical Pade model to analyse the results of time-resolved optical pumping experiments carried out at the University of Sheffield is presented. By modelling the change in the energy-integrated intensity and the energy shifts of the peak intensity with respect to time, a greater understanding of the screening of the internal field and its effects on the dipole matrix element, lifetime and gain of these structures is achieved.

In section 6.2, the experimental results obtained by Olaizola Izquierdo [64] using time-resolved photoluminescence spectroscopy are summarised. Previously the results of time-resolved experiments have been modelled using a stretched exponential function and this is discussed in section 6.3. In section 6.4 the details of a theoretical method are presented, which models the time evolution of both the energy of the peak intensity and the energy-integrated intensity due to variations in the carrier density during pumping and recombination processes. In section 6.5, comparisons between the experimental time-resolved photoluminescence and theoretical results are presented and in section 6.6 the calculations are extended to higher carrier densities. Finally in section 6.7, the results are summarised and conclusions drawn.

6.2 Photoluminescence spectroscopy.

Time-resolved photoluminescence spectroscopy is often used [4, 12, 48, 93, 139, 158, 159], to study the dynamic recombination processes in quantum wells. Photoluminescence experiments are performed by illuminating the sample with a laser or bright lamp, with a photon energy greater than that of the bandgap of the sample,
6.2. PHOTOLUMINESCENCE SPECTROSCOPY.

The resulting photoluminescence is emitted at lower frequencies and in all directions, a fraction of the emitted light is collected with a lens and is focused onto the entrance slit of a spectrometer. Using a photomultiplier tube or a charge coupled device (CCD), the spectrum then can be recorded [12]. Time-resolved photoluminescence spectroscopy experiments are performed by exciting the sample with a very short light pulse from an ultrafast pulse laser and recording the emission spectrum as a function of time; 1 ps or better time resolution is possible with the use of a streak camera [12]. Photocarriers excited by the ultrashort pulse go through several scattering and relaxation processes before reaching thermal equilibrium. Pumping initially creates electrons in high energy states in the conduction band, they rapidly lose energy by emitting phonons, causing a cascade of transitions within the conduction band. Strong electron–phonon coupling occurs and scattering (primarily carrier–carrier scattering) events are on the time–scale of 100 fs. Interband transitions (conduction to valence band) occur on a longer timescale, hence electrons quickly relax to the bottom of the conduction band and wait a relatively long time until they recombine, hence they form thermal distributions [12]. Thus the final carrier decay dynamics (interband) occur on a much longer timescale than the initial interactions (intraband) [66] and, regardless of the pumping energy, luminescence is observed at energies close to the band gap on a ps timescale [12].

The InGaN/GaN single quantum well devices listed in table 6.2.1 were examined at room temperature by Olaizola Izquierdo at the University of Sheffield [64], using a 20 mW Ti:sapphire laser which delivered a pulse of energy 0.25 nJ and a pulse width of 130 fs. The sample was probed with light of wavelength 355 to 370 nm and maximum PL was observed at 362.5 nm, which is the same wavelength as used in the work of Onuma et al. [118]. The pump wavelength of 362.5 nm (3.42 eV) is slightly less than the bandgap of bulk GaN (3.44 eV), this can be explained by the silicon doping (1 x 10^17 cm^-3) of the structure as discussed in chapter 1.

As illustrated in Figure 6.2.1, the electrons and holes in the GaN barriers are captured by the InGaN quantum well. The samples were grown by MOVPE on sapphire substrates and the composition and thickness determined by studying
calibration samples with X-ray diffraction.

![Figure 6.2.1: Optical pumping of InGaN/GaN quantum wells.](image)

Table 6.2.1: Device structure.

<table>
<thead>
<tr>
<th>Material</th>
<th>Width (nm)</th>
</tr>
</thead>
<tbody>
<tr>
<td>GaN</td>
<td>290</td>
</tr>
<tr>
<td>In$<em>{0.07}$Ga$</em>{0.93}$N</td>
<td>3 &amp; 4</td>
</tr>
<tr>
<td>GaN:Si</td>
<td>2000</td>
</tr>
<tr>
<td>GaN Buffer</td>
<td>1000</td>
</tr>
</tbody>
</table>

From examining the shifts in the energy of the peak photoluminescence with time which is presented in Figure 6.2.2 for the 3 nm and 4 nm quantum wells, it can be seen that there is an initial blue-shift in the peak photoluminescence energy followed by a red-shift, with the maximum energy occurring at a time of 400 ps. In Figure 6.2.3 the time evolution of the energy-integrated intensity is shown and it can be seen that the intensity increases and then decreases with time. The timescale has an arbitrary zero and hence does not relate to the pumping pulse.

The energy shifts of the spectra with pumping are well documented in the published literature [4, 48, 84, 85, 94, 160] and the reduction in the intensity of the energy-integrated intensity with time can be described using a stretched exponential lineshape function and this is discussed in further detail in section 6.3.
Figure 6.2.2: Experimental time evolution of the peak energy for 3 nm (top) and 4 nm (bottom) quantum well structures [64].
Figure 6.2.3: Experimental time evolution of the energy-integrated intensity for 3 nm (top) and 4 nm (bottom) quantum well structures [64].
6.3 Stretched exponential lineshape.

Previously the decay of the time-resolved traces at room temperature has been fitted using a stretched exponential lineshape [118, 135, 161-163], which can be written as

\[ I(t) = I_0 e^{-\left(\frac{t}{\tau_i}\right)^\beta}, \]  

(6.3.1)

where \( I(t) \) is the photoluminescence intensity at time \( t \), \( I_0 \) is the peak intensity, \( \beta \) is a scaling parameter and \( \tau_i \) is the initial decay time. The comparison of the fitting parameters allows the evaluation and characterisation of different structures.

By rearranging equation 6.3.1 and using the identity \( a^x = e^{x \ln a} \), the values of \( \beta \) and \( \tau_i \) can be obtained. Figure 6.3.1, is a plot of \( \ln[\ln\{I_0/I(t)\}] \) versus \( \ln(t) \) for the 3 nm and 4 nm quantum well samples, the values of \( \beta \) and \( \tau_i \) are obtained from the gradient and intercept of the plot and are listed in Table 6.3.1 along with room temperature published values from the literature. The value of \( \beta > 1 \) obtained in this work can be explained by the fact that in the other published work it was the quantum wells and not the barriers as in this case which were optically pumped. Hence the initial narrow pulse of carriers takes on a gaussian profile once the carriers have diffused through the GaN capping layer, thus the rise time is much longer, these issues are discussed in more detail in section 6.5.

<table>
<thead>
<tr>
<th>% In</th>
<th>Width (nm)</th>
<th>( \beta )</th>
<th>( \tau_i ) (ns)</th>
</tr>
</thead>
<tbody>
<tr>
<td>7 (this work)</td>
<td>3</td>
<td>1.3</td>
<td>0.58</td>
</tr>
<tr>
<td>7 (this work)</td>
<td>4</td>
<td>1.5</td>
<td>0.58</td>
</tr>
<tr>
<td>7 [161]</td>
<td></td>
<td>0.55</td>
<td>1.1</td>
</tr>
<tr>
<td>10 [161]</td>
<td></td>
<td>0.45</td>
<td>0.22</td>
</tr>
<tr>
<td>11 [164]</td>
<td>3.5</td>
<td>~1</td>
<td>1.8</td>
</tr>
<tr>
<td>11 [135, 162, 165]</td>
<td>3.5</td>
<td>0.4-0.8</td>
<td>0.5-3</td>
</tr>
<tr>
<td>14 [118]</td>
<td>1</td>
<td>0.85</td>
<td>37</td>
</tr>
</tbody>
</table>

The fit between the experimental results and the stretched exponential lineshape given by equation 6.3.1 for the intensity decay can be seen in Figure 6.3.2. The
Figure 6.3.1: Fitting the intensity decay of the 3 nm (top) and 4 nm (bottom) quantum wells using the stretched exponential lineshape function [64].
Figure 6.3.2: Comparison of the experimental results [64] and the stretched lineshape function for the intensity decay of the 3 nm (top) and 4 nm (bottom) quantum wells.
fitting of experimental results using the stretched exponential lineshape is useful for characterising structures and permitting the comparison of different structures. It has been proposed that the stretched exponential decays can be explained by a broad distribution of lifetimes due to disorder induced by strain induced defects [118, 162], but in InGaN quantum wells the screening of the internal field has large effects on the lifetimes. Hence in section 6.4 a model based on the evolution of the carrier density due to pumping and recombination processes is developed, to provide insight into the actual physical processes.

### 6.4 Theoretical modelling

The internal field in InGaN quantum wells causes separation of the electron and hole wavefunctions reducing the wavefunction overlap integral [61, 87, 93, 118, 131, 166, 167] and as a consequence of this the carrier lifetime increases [61, 66, 70, 73, 85, 93, 94, 118, 160, 168, 169] and the oscillator strength reduces [93]. As the device is optically pumped the carrier density increases which causes screening of the internal field [4, 61, 70, 80, 160, 170], hence a blue-shift of the emission is observed [4, 48, 84, 85, 94, 160, 171, 172]. As the carriers recombine reducing the carrier density the full internal field is recovered, and the emission is red-shifted again [172], and the lifetime is increased again. Modelling these observed effects is difficult as it is non-trivial to estimate the relative importance of the different contributions and their relative time-scales. To explore this behaviour in greater detail the Pade model detailed in chapter 3 was used to compute the spontaneous emission spectra. One of the main inputs to the Pade model is the carrier density, which is increased due to optical pumping and decreased by recombination processes.

As the spatial profile of the pump beam is not well-known and the energy of the pump beam corresponds to the GaN barrier, as discussed in section 6.2, it is difficult to calculate the peak injected carrier density in the well from the optical pulse characteristics with any certainty since this is determined by processes of diffusion in the barrier and capture into the well. Consequently the number of
6.4. THEORETICAL MODELLING.

Carriers, \( N \), injected in the well was treated as an adjustable parameter, as also was the non-radiative lifetime, \( \tau_{NR} \). In matching the calculation to the experimental data, the peak carrier density for the fit is determined chiefly by the change in the spectral peak position during the transient, and the non-radiative lifetime is determined by the timescale of the transient. As the carrier lifetime \( \tau(N) \) is density dependent, an iterative process must be used to determine the time evolution of the carrier density and this is developed in section 6.4.1.

6.4.1 Carrier density.

The carrier density, \( N \), is an important quantity as it controls the strength of the internal field due to carrier screening effects and hence also the gain, which were discussed in section 2.5 and chapter 3 respectively. As mentioned in section 6.4, the carrier density is unknown and is used as a fitting parameter to the experimental results. It is assumed that the optical pumping discussed in section 6.2, causes a generation rate of carriers in the well with a time dependence of the form of a normalised Gaussian which can be written as [173]

\[
G(t) = \frac{1}{\sigma \sqrt{2\pi}} e^{-\frac{1}{2}(\frac{t-t_0}{\sigma})^2},
\]  

(6.4.1)

where \( \sigma \) and \( t_0 \) are the standard deviation and the mean respectively. Hence the time variation of the carrier density due to pumping and recombination processes can be written as

\[
N(t + \delta t) = N(t) \left[ 1 - \frac{\delta t}{\tau(N)} \right] + P(L_w)G(t)\delta t
\]  

(6.4.2)

where \( \delta t \) is the time step, and \( P \) is the total number of carriers generated per unit area. As the carrier lifetime, \( \tau(N) \), is density dependent an iterative process must be used to calculate the evolution of the carrier density. The carrier lifetime is determined by radiative and non-radiative effects and this is discussed in section 6.4.2.
6.4.2 Lifetime.

The interband lifetime, \( \tau \), is determined by the effects of the recombination of excess carriers which can be split into the radiative, \( \tau_R \), and non-radiative, \( \tau_{NR} \), interband lifetimes and hence the overall lifetime can be written as [45, 60, 64, 160]

\[
\frac{1}{\tau(N)} = \frac{1}{\tau_R(N)} + \frac{1}{\tau_{NR}}. \tag{6.4.3}
\]

The radiative lifetime is calculated using

\[
\tau_R(N) = \frac{N}{w_{sp}(N)}, \tag{6.4.4}
\]

where the spontaneous emission rate, \( w_{sp} \), can be written as

\[
w_{sp}(N) = \int_0^\infty S(\omega, N) d\omega, \tag{6.4.5}
\]

which is the integration of the spontaneous emission, \( S(\omega, N) \), over the whole energy range with contributions from all the bands [94]. It was found that the spontaneous emission was dominated by contributions from the ground and first transitions, in the ratio of 3:1. The issues concerning the calculation of the spontaneous emission were discussed in section 4.8. The internal field decreases the wavefunction overlap integral of electrons and holes, this reduces the spontaneous emission and hence increases the radiative lifetime. The non-radiative lifetime, \( \tau_{NR} \), is determined by non-radiative recombination centers, i.e. non-radiative defects and threading dislocations, which are induced by the lattice mismatch induced strain [4, 118]. It is assumed that the non-radiative lifetime is constant, independent of carrier density and wavefunction overlap [160], and it is used as a fitting parameter to the experimental data shown in section 6.2. In the work of Kalliakos et al. [160], it is shown that the lifetime is dominated by radiative recombination at low temperatures and non-radiative recombination at room temperature. This is due to the carriers having a small thermal energy, \( k_B T \), at low temperature and hence they
have insufficient energy to find the defects in the lattice.

The internal radiative quantum efficiency can be written as the ratio of the rate of radiative recombination to the total recombination rate [12, 60]

\[
\eta = \frac{R_R}{R_R + R_{NR}},
\]

(6.4.6)

this can be rewritten in terms of the radiative and non-radiative lifetimes as [45]

\[
\eta = \frac{1/\tau_R}{1/\tau_R + 1/\tau_{NR}} = \frac{1}{1 + \tau_R/\tau_{NR}}.
\]

(6.4.7)

As the internal field decreases the wavefunction overlap integral of electrons and holes, the radiative lifetimes are longer in strained structures and hence the internal field results in structures with a lower recombination efficiency [86].

### 6.5 Time-resolved results.

The theoretical method detailed in section 6.4, calculates the carrier density at each point in time due to pumping and recombination processes, which was used as an input in the Padé model detailed in chapter 3, allowing the spontaneous emission spectra to be calculated. As the spontaneous emission rate determines the radiative lifetime, given by equation 6.4.4, the radiative lifetime is density dependent. Hence, an iterative process was used to obtain the new carrier density at each point in time. The values of pump, \(P\), non-radiative lifetime, \(\tau_{nr}\), mean, \(t_0\) and standard deviation, \(\sigma\), were used as adjustable parameters to allow fitting of the energy shift of the peak intensity and the energy-integrated intensity. The pump parameter was used to obtain the correct blue-shift in energy of the peak intensity and the non-radiative lifetime was used to match the red-shift. The mean and standard deviation control the shape and position of the Gaussian given by equation 6.4.1. As the carriers are generated in the GaN capping layer which is 290 nm thick, the rise time (shown in
Figure 6.5.1: The experimental [64] (points) and theoretical (line) time evolution of the energy of the peak intensity for 3 nm (top) and 4 nm (bottom) quantum well structures.
Figure 6.5.1) is long of the order of 200 ps, this compares to similar work performed by Olaizola Izquierdo [64] where direct pumping of the quantum well resulted in rise times of 2 ps. This is because initially the incident laser beam whether pumping the barriers or the quantum well results in a delta profile of carriers, but in the case of barrier pumping once the carriers have diffused across the GaN layer the pulse has dispersed and becomes gaussian like. Using the value of absorption coefficient of $1 \times 10^7$ m$^{-1}$ [174, 175], it can be calculated approximately 10% of the carriers absorbed by the GaN capping layer are actually captured by the well. Hence the rise time which has been modelled here using a Gaussian lineshape is a convolution of the laser pulse width, diffusion processes in the GaN capping layer and capture by the quantum well. The time evolution of the energy of the peak intensity of the 3 nm and 4 nm quantum wells is shown in Figure 6.5.1, using the parameters listed in table 6.5.1. These results were obtained using an iterative procedure, at each point in time the spontaneous emission spectrum and rate were calculated, from this the radiative lifetime was obtained which was combined with the constant non-radiative lifetime to obtain the overall lifetime. Hence the new carrier density could be calculated by taking into account the changes due to pumping and recombination, this was used to calculate the spontaneous emission spectrum at the next time step. The close correlation between the experimental work performed by Olaizola Izquierdo [64] and fitted theoretical results can be seen. The experimental results for the 3 nm and 4 nm structures were fitted using a Gaussian with the same shape and temporal position, and similar values of the non-radiative lifetime but the 3 nm structure was pumped to a much higher carrier density than the 4 nm. The difference in pumping rate required to fit the data for the two samples may arise from differences in the spot size, sample reflectivity or layer thickness resulting in different internal carrier generation and collection rate into the well.

In addition to accurately modelling the energy shift, the time evolution of intensity also shows the same trend for both the 3 nm and 4 nm quantum wells, as shown in Figure 6.5.2.

Having modelled the time evolution of the energy shift in figure 6.5.1 (top) we
Figure 6.5.2: The experimental [64] (points) and theoretical (line) time evolution of the energy-integrated intensity for 3 nm (top) and 4 nm (bottom) quantum well structures.
Figure 6.5.3: The sensitivity of the theoretical fit to the experimental energy of the peak intensity for the pump (top) and non-radiative lifetime (bottom) parameters for the 3 nm quantum well structure.
go on to investigate the sensitivity of the fit to the pump and non-radiative lifetime parameters. In Figure 6.5.3, the effects of a ±10% variation in the pump (top) and non-radiative lifetime (bottom) are shown. The pump parameter controls the amplitude of the redshift and the non-radiative lifetime determines the timescale of the blueshift. From these plots it can be seen that a ±10% variation in the pump or the non-radiative lifetime results in a significant discrepancy between the experimental and theoretical results.

Having modelled the experimental results using the Pade many-body theory described in chapter 3, the relative importance of each contribution to the Pade model is investigated in section 6.5.1.

### 6.5.1 Contributions to the Pade model.

Table 6.5.1: Model parameters for the 3 nm and 4 nm quantum wells.

<table>
<thead>
<tr>
<th></th>
<th>3 nm</th>
<th>4 nm</th>
</tr>
</thead>
<tbody>
<tr>
<td>Non-radiative lifetime $\tau_{NR}$</td>
<td>1.6 ns</td>
<td>1.8 ns</td>
</tr>
<tr>
<td>Pump $P$</td>
<td>$10.0 \times 10^{16}$ m$^{-2}$</td>
<td>$3.0 \times 10^{16}$ m$^{-2}$</td>
</tr>
<tr>
<td>Standard deviation $\sigma$</td>
<td>100 ps</td>
<td>100 ps</td>
</tr>
<tr>
<td>Mean $t_0$</td>
<td>235 ps</td>
<td>235 ps</td>
</tr>
</tbody>
</table>

In this section the Pade model which was used to model the experimental results in section 6.5 is broken down into its component contributions which were discussed in chapters 2–4 to assess the relative importance of each effect. Starting with the basic free carrier model the effects of the internal field screening, bandgap renormalisation and Coulomb enhancement were included separately. Finally the effects of the internal field screening, bandgap renormalisation and the Coulomb enhancement were included to return to the Pade model. The effects were calculated over the range of carrier densities used to fit the experimental results, which corresponds to $N = 6 - 20 \times 10^{16}$ m$^{-2}$ and $3 - 7 \times 10^{16}$ m$^{-2}$ for the 3 nm and 4 nm quantum well structures, respectively.

As shown Figure 6.5.4 and summarised in Table 6.5.2, the free carrier model
Figure 6.5.4: Energy shift of the peak intensity with carrier density due to contributions to the Pade model for the 3 nm (top) and 4 nm (bottom) quantum well structures.
Figure 6.5.5: Variation of the energy-integrated intensity with carrier density due to contributions to the Pade model for the 3 nm (top) and 4 nm (bottom) quantum well structures.
Table 6.5.2: Calculated shifts in energy (meV) of the peak intensity for the 3 nm and 4 nm quantum well structures due to different contributions to the Pade model.

<table>
<thead>
<tr>
<th></th>
<th>3 nm</th>
<th>4 nm</th>
</tr>
</thead>
<tbody>
<tr>
<td>Free carrier model (FC)</td>
<td>6</td>
<td>5</td>
</tr>
<tr>
<td>FC with bandgap renormalisation</td>
<td>-20</td>
<td>-12</td>
</tr>
<tr>
<td>FC with internal field screening</td>
<td>44</td>
<td>37</td>
</tr>
<tr>
<td>FC with Coulomb enhancement</td>
<td>6</td>
<td>7</td>
</tr>
<tr>
<td>Pade model</td>
<td>18</td>
<td>20</td>
</tr>
</tbody>
</table>

with unscreened internal field, displays a small blue-shift in the energy of the peak intensity with increasing carrier density. This is due to band filling effects, and inclusion of Coulomb enhancement has minimal effect on the energy shift. If we separately include the effects of bandgap renormalisation and internal field screening in the free carrier model a red-shift and blue-shift respectfully is observed, and eventually returning to the Pade model results in an overall blue-shift.

The energy-integrated intensity variations are shown in Figure 6.5.5 and it can be seen that the results are similar with the Coulomb enhancement causing the biggest increase in intensity. The Pade model results in an increase in the intensity of the order of 20% for all values of carrier density in comparison with the free carrier case. Hence by using the free carrier model, the energy shift of the peak intensity and the peak intensity are underestimated, in comparison with the results obtained using the Pade model. All subsequent results presented in this chapter are calculated using the Pade model.

6.5.2 Carrier density.

The calculated time evolution of the carrier density used to fit the experimental results is shown in figure 6.5.6 for the 3 nm and 4 nm quantum wells and was calculated using equation 6.4.2. It can be seen that to model the experimental results, the 3 nm quantum well has to have a higher carrier density than the 4 nm quantum well, peaking at values of $N = 2.0 \times 10^{17}$ m$^{-2}$ and $7.0 \times 10^{16}$ m$^{-2}$ respectively.
Comparison with the experimental data in figure 6.5.1 shows that the behaviour of the emission peak follows closely the time evolution of the carrier density, with the peak blue-shifting with increasing carrier density. The difference in pumping rate required to fit the data for the two samples may arise from differences in the spot size, sample reflectivity or layer thickness resulting in different internal carrier generation and collection rate into the well.

![Figure 6.5.6: The modelled time evolution of the carrier density, N, for 3 nm (red) and 4 nm (blue) quantum well structures.](image)

### 6.5.3 Screened internal field.

As the unscreened internal field, $E_{int}(0)$, is determined by the composition of the well, it has the same value for both the 3 nm and 4 nm quantum wells, and using equation 2.2.1 a value of $E_{int}(0) = -1.23 \text{ MVcm}^{-1}$ was calculated. The screened internal field, $E_{int}(N)$, given by equation 2.5.1, is shown in Figure 6.5.7 for the
3 nm and 4 nm quantum wells, and over the range shown the internal field displays a peak reduction of 55% and 30% due to screening for the 3 nm and 4 nm quantum wells respectively.

6.5.4 Wavefunction overlap integral and dipole matrix.

As the internal field is screened, the spatial separation of the electron and hole wavefunction is reduced, hence an increase in the wavefunction overlap integral and thus the dipole matrix element is expected. As discussed in section 6.5.3 the internal field is strongly screened at the peak carrier density, hence a large variation in the wavefunction overlap integral and the dipole matrix element is expected.

The wavefunction overlap integral, is given by $\int_{\infty}^{\infty} U_e(z)U_h(z)dz$, where $U_e(z)$ and $U_h(z)$ are the ground state electron and hole envelope functions [8]. For an ideal
square well values of the wavefunction overlap integral of $\sim 1$ and $\sim 0$ are expected for allowed and forbidden transitions respectively. Due to different effective masses and barrier heights in the conduction and valence bands, the wavefunction overlap integral has values of 0.88 and 0.92 for square 3 nm and 4 nm quantum wells respectively. When the effect of the unscreened internal field is included, the parity rules no longer apply and the values drop to 0.5091 and 0.3851 respectively. In Figure 6.5.8 the time evolution of the wavefunction overlap integral is shown for the 3 nm and 4 nm quantum well structures and an increase of 15% and 5% respectively is observed.

The dipole matrix element which appears in equation 3.3.22 for gain, was investigated by looking at the change in $\left| \frac{\mu_{T}}{\mu_{\text{bulk}}} \right|^2$, which is the ratio of the quantum well and bulk dipole matrix elements. The dipole matrix element is proportional
to the wavefunction overlap integral and hence follows the same trends. Neglecting the internal field i.e. the square well case, the relative dipole matrix element has values of 0.22 and 0.23, including the unscreened internal field, $E_{\text{int}}(0)$, reduces the values to 0.1273 and 0.0963 for the 3 nm and 4 nm quantum wells respectively. In Figure 6.5.9 the time evolution of the relative dipole matrix element is shown for the 3 nm and 4 nm quantum well structures and an increase of 15% and 5% respectively is observed.

Hence even though there is a large change in the internal field due to screening the change in the wavefunction overlap integral and the relative dipole matrix element is small by comparison. The investigation of the wavefunction overlap integral and the relative dipole matrix element at higher carrier densities is covered in section 6.6.2.

Figure 6.5.9: Modelled time evolution of the relative dipole matrix element for the 3 nm (red) and 4 nm (blue) quantum well structures.
6.5.5 Radiative lifetime.

The time evolution of the radiative lifetime, $\tau_R$, was calculated using equation 6.4.4 and is shown in Figure 6.5.10 for the 3 nm and 4 nm quantum wells. The shortest calculated radiative lifetimes are $\tau_R = 2.5$ ns and $\tau_R = 3.8$ ns, for the 3 nm and 4 nm quantum wells respectively, which occurs at the peak carrier density. A longer radiative lifetime, $\tau_R$, is calculated for the wider quantum well, which is in agreement with published work [79, 93, 94, 166, 168, 176]. This can be explained by the reduced envelope overlap integral as shown in section 6.5.4 and the fact that at each point in time the 3 nm and 4 nm structures have different carrier densities.

![Figure 6.5.10: The modelled time evolution of the radiative lifetime, $\tau_R$, for the 3 nm (red) and 4 nm (blue) quantum well structures.](image)

A constant value for the non-radiative lifetime of $\tau_{NR} = 1.6$ ns and 1.8 ns for the 3 nm and 4 nm quantum wells respectively was used to fit the experimental
results and this dominates the recombination processes. This compares to a value of non-radiative lifetime of 1–1.5 ns used to model the light-current characteristics of LEDs grown in the same system [177]. The small value of non-radiative lifetime is not unreasonable for quantum well structures of this type as the large lattice parameter mismatch with the substrate generates defects.

The 3 nm and 4 nm quantum wells were pumped at different rates as can be seen in Figure 6.5.6, hence the radiative lifetime at each point in time in Figure 6.5.10 corresponds to different carrier densities and in section 6.6.3 the lifetime for the 3 nm and 4 nm quantum well structures is compared at the same carrier densities.

6.5.6 Overall lifetime.

![Overall lifetime graph](image)

Figure 6.5.11: Modelled time evolution of the overall lifetime, \( \tau \), for 3 nm (red) and 4 nm (blue) quantum well structures.

The overall lifetime as a function of time is shown in Figure 6.5.11, this was
calculated using the values of radiative lifetime presented in Figure 6.5.10, the non-radiative lifetimes of $\tau_{NR} = 1.6$ ns and 1.8 ns for the 3 nm and 4 nm quantum wells respectively and equation 6.4.3. The shortest lifetimes of 1.0 ns and 1.2 ns for the 3 nm and 4 nm quantum well respectfully are calculated at 400 ps which corresponds to the peak in carrier density. The variations in the overall lifetime are small as it is dominated by the non-radiative lifetime, which is assumed to be constant independent of carrier density and hence time.

6.5.7 Efficiency.

Figure 6.5.12: Modelled time evolution of the efficiency for 3 nm (red) and 4 nm (blue) quantum well structures.

As a consequence of the structures being dominated by the non-radiative lifetime as detailed in sections 6.5.5 and 6.5.6, the efficiency, $\eta$, which was discussed in section 6.4.2 is always small. The efficiency is shown in Figure 6.5.12, and peaks at
a value of 28% and 25% for the 3 nm and 4 nm quantum wells, respectively.

6.6 Extrapolation to high carrier density.

Having modelled the experimental work performed by Olaizola Izquierdo [64] and presented the time dependence of key properties such as the internal field, relative dipole matrix element, lifetime and efficiency in section 6.5, we go on to investigate these issues at higher carrier densities typical of lasing action.

6.6.1 Screened internal field.

As discussed in section 6.5.3, the unscreened internal field, $E_{\text{int}}(0)$, is independent of the quantum well width if strain relaxation has not taken place, hence the
unscreened internal field has a value of $E_{\text{int}}(0) = -1.23 \text{ MVcm}^{-1}$ for both the 3 nm and 4 nm quantum wells. In Figure 6.6.1, which shows the screening of the internal field, $E_{\text{int}}(N)$, with carrier density, it can be seen that there is a reduction in the screened internal field with carrier density, for the 3 nm and 4 nm quantum wells. At a low carrier density of $N = 1.0 \times 10^{16} \text{ m}^{-2}$, which is the Mott density as discussed in section 4.10.3, the screened internal field in the 3 nm and 4 nm quantum wells is similar, but the 4 nm structure experiences a larger rate of change in the screening field with carrier density, hence the screened internal field at the same carrier density is always smaller in the wider well. At a reference carrier density of $N = 2.0 \times 10^{17} \text{ m}^{-2}$ the internal field is reduced to 37% and 20% of the unscreened value due to screening for the 3 nm and 4 nm quantum wells, respectively.

6.6.2 Wavefunction overlap integral and dipole matrix.

As discussed in section 6.5.4, the time evolution of the wavefunction overlap integral and relative dipole matrix are small compared to the change in the internal field due to screening. In this section, the wavefunction overlap integral and relative dipole matrix element at higher carrier densities are investigated. The variation of the wavefunction overlap integral with carrier density is shown in Figure 6.6.2 (top), it can be seen that as the carrier density increases so does the wavefunction overlap integral. The wavefunction overlap integral is always larger in the 3 nm than the 4 nm quantum well structure, this can be explained by the larger quantum confinement of the narrower well limiting the spatial separation of the wavefunctions. Hence the internal field affects the wavefunction overlap integral to a lesser extent in narrower structures.

At a carrier density of $N = 2 \times 10^{17} \text{ m}^{-2}$ both structures have a wavefunction overlap value of close to 0.61, but at the same carrier density there is a smaller screened internal field in the 4 nm than the 3 nm quantum well structure as seen in Figure 6.6.1. Hence the variation of the wavefunction overlap integral with screened internal field is shown in Figure 6.6.2 (bottom). The wavefunction overlap integral
Figure 6.6.2: Variation of the wavefunction overlap integral with carrier density (top) and screened internal field (bottom) for the 3 nm (red) and 4 nm (blue) quantum well structures.
Figure 6.6.3: Variation of the relative dipole matrix element with carrier density (top) and screened internal field (bottom) for the 3 nm (red) and 4 nm (blue) quantum well structures.
has values of 0.51 and 0.39 at low carrier density and reaches a value of 0.61 at a carrier density of $N = 2 \times 10^{17} \text{ m}^{-2}$. This compares to values of 0.88 and 0.92 at the square well condition for the 3 nm and 4 nm quantum wells respectively. The rate of change of the wavefunction overlap integral with screened internal field is larger in the wider well, as the spatial separation of the electron and hole wavefunctions is more limited by the quantum confinement of the narrower well. The 4 nm quantum well has a larger wavefunction overlap integral than the 3 nm quantum well at the square well condition as there is a smaller percentage of the wavefunction confined in the barrier region.

As discussed in section 6.5.4, the dipole matrix element is proportional to the wavefunction overlap integral and hence follows the same trends. In Figure 6.6.3 the variation in relative dipole matrix element with carrier density and screened internal field is shown. For the square well case (neglecting the internal field) the relative dipole matrix element has values of 0.22 and 0.23 for the 3 nm and 4 nm quantum wells respectively. At low carrier density, the internal field reduces the relative dipole matrix element to values of 0.13 and 0.096, a reduction of 59% and 42% respectively. At a reference carrier density of $N = 2 \times 10^{17} \text{ m}^{-2}$ the relative dipole matrix element has a value of 0.15, which corresponds to 68% and 65% of the square well value for the 3 nm and 4 nm quantum wells respectively. Hence even though at a carrier density of $N = 2 \times 10^{17} \text{ m}^{-2}$, the internal field is strongly screened the effect on the relative dipole matrix element is small.

The relative dipole matrix element is 30% larger in the 3 nm quantum well than the 4 nm well, at the same screened internal field. The structures modelled here have a smaller % In than those in ref [94], hence the internal field and the variation of wavefunction overlap integral with well width is expected to be smaller.

### 6.6.3 Radiative lifetime.

In Figure 6.6.4, the radiative lifetime as a function of carrier density is shown. At low carrier density the radiative lifetime is 20 ns and at a reference carrier density
Figure 6.6.4: Radiative lifetime as a function of carrier density for the 3 nm (red) and 4 nm (blue) quantum well structures.

of $N = 2 \times 10^{17}$ m$^{-2}$ the value is reduced to 2.5 ns. At the same carrier density the lifetime for the 4 nm well is always longer than that of the 3 nm well, which is to be expected since the dipole matrix element is less for the wider well as discussed in section 6.6.2.

### 6.6.4 Material gain.

From investigation of the variation of the material gain with carrier density which is shown in Figure 6.6.5 (top), it can be seen that the 3 nm and 4 nm quantum well structures have a transparency carrier density of $N = 5 \times 10^{16}$ m$^{-2}$ and $N = 4.5 \times 10^{16}$ m$^{-2}$ respectively, with the 3 nm quantum well showing a larger increase in material gain with carrier density, than the 4 nm quantum well. At the transparency point the internal field is screened to a value of $E_{int}(N)=1.0$ MVcm$^{-1}$ for both.
6.6. EXTRAPOULATION TO HIGH CARRIER DENSITY.

Figure 6.6.5: Variation of material gain with carrier and radiative current density for the 3 nm (red) and 4 nm (blue) quantum well structures, with (line and points) and without (line) the internal field. The threshold condition is also highlighted.
quantum wells, this compares with the unscreened value of $E_{\text{int}}(0)=1.23$ MVcm$^{-1}$.

As discussed in chapter 4, the confinement factors were calculated to be $\Gamma = 0.013$ and $\Gamma = 0.018$, for 3 nm and 4 nm quantum wells respectively. Published values in the literature are in the range of $\Gamma = 0.025 - 0.06$, for 3.5 – 100 nm InGaN quantum well structures [122, 178, 179]. Using a typical value of 60 cm$^{-1}$ for the threshold modal gain, the confinement factors give values of 4620 cm$^{-1}$ and 3330 cm$^{-1}$ for the material gain of the 3 nm and 4 nm wells respectively. As highlighted in Figure 6.6.5 (top), these values of threshold material gain occur at carrier densities of $N = 6.35 \times 10^{16}$ m$^{-2}$ and $5.85 \times 10^{16}$ m$^{-2}$, which correspond to a screened internal field of $E_{\text{int}}(N)=1.0$ MVcm$^{-1}$ and 0.9 MVcm$^{-1}$ for the 3 nm and 4 nm quantum wells respectively. Hence, the internal field is still significant at transparency and threshold carrier densities and omission of the internal field causes the transparency carrier density to rise to $N = 5.8 \times 10^{16}$ m$^{-2}$ and $N = 5.5 \times 10^{16}$ m$^{-2}$ for the 3 nm and 4 nm quantum wells respectively. In Figure 6.6.5 (bottom) the variation of material gain with radiative current density is shown, it was calculated with a screened internal field and without a field (square well) for both the 3 nm and 4 nm quantum wells. The internal field causes a smaller transparency current in comparison to the square well case. With values of 210 Acm$^{-2}$ and 150 Acm$^{-2}$ for the skewed 3 nm and 4 nm quantum wells respectively, this compares to 260 Acm$^{-2}$ and 240 Acm$^{-2}$ when the internal field is omitted. At the threshold material gain of 4620 cm$^{-1}$ and 3330 cm$^{-1}$ the current has values of 290 Acm$^{-2}$ and 235 Acm$^{-2}$ for the skewed 3 nm and 4 nm quantum wells respectively, these values rise to 360 Acm$^{-2}$ and 330 Acm$^{-2}$ if the internal field is omitted.

To explain the observed shift in transparency carrier density and the crossover in the gain curves with and without the internal field, the effects of the Fermi energy and dipole matrix element on the gain were investigated. In Figure 6.6.6 (top), the variation in the gain with carrier density for the 3 nm quantum well sample with and without internal field is replotted from Figure 6.6.5 (top) along with two other artificial cases of when the effects of the internal field on the Fermi energy and the wavefunction separation are neglected separately. Each of these cases are unrealistic
Figure 6.6.6: Variation of material gain (top), hole Fermi energy and dipole matrix element (bottom) with carrier density for the 3 nm quantum well structures with and without the internal field.
in isolation but serve to explain the observed effects of the gain spectrum with and without the internal field. Neglecting the effects of the screened internal field on the Fermi energy (black line) causes an increase in the transparency carrier density to the square well case (no internal field) and a reduction in the rate of change of gain with carrier density. Neglecting the wavefunction separation effects of the internal field (green line), has no effect on the transparency carrier density, but results in an increase in the rate of change of gain with carrier density. Hence from these results we can conclude that the internal field reduces the transparency point due to a change in the Fermi energies, but it also reduces the gain because of a reduced dipole matrix element due to wavefunction separation. To explain the crossover in the gain curves with and without the internal field shown in Figure 6.6.5 (top), the effects of carrier screening on the Fermi energies and the dipole matrix elements are investigated. In Figure 6.6.6 (bottom) the variation of the hole Fermi energy and dipole matrix with carrier density with and without the internal field are shown. The hole Fermi energy is relative to the valence bandedge and the effects on the electron Fermi energy are the same but are omitted for clarity. It can be seen that at low carrier density the Fermi energy of the valence band (top of the valence band is at 0 eV) is pushed deeper into the well by the internal field, this reduces the Fermi function and hence the gain, which is given by equation 3.3.22, is reduced. As the carrier density increases the internal field is reduced by screening and the Fermi energy approaches that of the square well case. At a carrier density of $2 \times 10^{17} \text{m}^{-2}$, the energy difference of the Fermi energy between the two cases is reduced by 83% compared to the low density situation. Likewise there is an increase in the dipole matrix element due to carrier screening, but this only accounts to a 17% increase. Hence we can conclude that at low carrier density (below $1.5 \times 10^{17} \text{m}^{-2}$ for the case of the 3 nm quantum well) the effect of the internal field is to increase gain due to the deeper Fermi energies. At high carrier density (above $1.5 \times 10^{17} \text{m}^{-2}$) the internal field results in reduced gain compared to the square well case as the increase in internal field screening has a larger influence on the Fermi energies than the wavefunction overlap. These results underline the importance of including the
6.7. SUMMARY.

From experimental measurements performed at Sheffield university [64] of the time response of the emission spectra of InGaN quantum wells following pulsed optical excitation, a blue-shift of the emission peak during the excitation and a subsequent red-shift as the carriers recombine is observed. The red-shift was modelled using a stretched exponential lineshape, but this provided little insight into the fundamental physics underpinning the observed results. Hence, a comprehensive theory which includes band-filling, many-body interactions and screening of the internal field was used to fit the time dependence of both the transition energy and intensity. The fit to the experimental results was achieved using carrier densities in the range $N = 3 - 20 \times 10^{16} \text{ m}^{-2}$ and non-radiative lifetimes of $\tau_{NR} = 1.6 - 1.8 \text{ ns}$. It was found that the observed shift of the emission peak arises from a delicate balance between the contributions from bandgap renormalisation, screening of the internal field and the Coulomb interaction. Using the free carrier model, the energy shift of the peak intensity and the peak intensity are underestimated, in comparison with the results obtained using the Pade model. Over the carrier density range used to fit the experimental results the internal field is reduced by 55% and 30% due to carrier screening for the 3 nm and 4 nm quantum wells respectively, but this only results in a 15% and 5% increase in the relative dipole matrix. The shortest calculated radiative lifetimes are $\tau_R = 2.5 \text{ ns}$ and $\tau_R = 3.8 \text{ ns}$, for the 3 nm and 4 nm quantum wells respectively, hence these structures are dominated by the non-radiative lifetime. This results in a small efficiency peaking at 28% and 25% for the 3 nm and 4 nm quantum wells respectively. By extrapolating these calculations to higher carrier densities, it was found that the 4 nm quantum well experiences a larger screening field than the 3 nm quantum well at the same carrier density. At a reference carrier density of $N = 2 \times 10^{17} \text{ m}^{-2}$ the screened internal field is
reduced to 37% and 20% of the unscreened value for the 3 nm and 4 nm quantum wells respectively. Again it was found that although the internal field is strongly screened the change in the relative dipole matrix is small of the order of 9% and 23% for the 3 nm and 4 nm quantum wells respectively. A large change in the radiative lifetime from 20 ns to 2.5 ns over a carrier density range of $N = 1 - 20 \times 10^{16} \text{ m}^{-2}$ was calculated. Finally from investigation of the gain it was found that at the threshold carrier densities of $N = 6.35 \times 10^{16} \text{ m}^{-2}$ and $N = 5.85 \times 10^{16} \text{ m}^{-2}$ for the 3 nm and 4 nm quantum wells respectively, the screened internal field had values of $E_{\text{int}}(N) = 1.0 \text{ MVcm}^{-1}$ and 0.9 MVcm$^{-1}$, hence the internal field is still large at the threshold carrier density. Omission of the internal field results in a larger transparency carrier density and overestimates the rate of change of gain with carrier density. Hence at threshold conditions the internal field is substantial and from investigation of the gain–current density relationship it was found that omission of the internal field causes an increase in the transparency current from 210 Acm$^{-2}$ and 150 Acm$^{-2}$ for the 3 nm and 4 nm quantum wells respectively, to 260 Acm$^{-2}$ and 240 Acm$^{-2}$. 


Chapter 7

Summary and future work.

7.1 Summary.

In this thesis a theoretical method based on the Pade model has been presented allowing the properties of InGaN/GaN based quantum well structures to be studied and comparison made with experimental results. InGaN/GaN based quantum well structures are strained due to lattice mismatch between the well and barrier layers, this strain induces large internal fields, which skew the quantum wells, this has a large effect on the emission properties of these devices. In this thesis a method for the measurement of the internal field and the effects of carrier screening of the internal field in InGaN/GaN structures has been presented and the key results are summarised below.

Previously there has been a wide range of values for the internal field and the value of the experimentally determined internal piezoelectric field has been significantly smaller than theoretical values. The importance of using a correct description for the depletion widths of $p-i-n$ structures has been established. By reassessing published work based on the $p-n$ junction approximation, it has been established that it overestimates the depletion width and gives a reduced value for the internal field. Close correlation between the microscopic theory and reverse bias photocur-
rent absorption experiments performed by Pope [63] for the absorption peak energy has been obtained but it was found that the apparent magnitude of the absorption was probably affected by the efficiency with which carriers are extracted at low bias. Hence the energy of the peak absorption is more useful for experimental determination of the internal field. It has also been shown that the measured internal field of $-1.9 \text{ MVcm}^{-1}$ is consistent within the accepted uncertainty with the field of $-1.8 \text{ MVcm}^{-1}$ obtained from calculations using piezoelectric and elastic constants interpolated from the binaries listed in the work of Martin et al. [124].

From experimental measurements performed by Olaizola Izquierdo [64] on the time response of the emission spectra of InGaN quantum wells following pulsed optical excitation, a blue-shift of the emission peak during the excitation and a subsequent red-shift as the carriers recombine is observed. The red-shift was modelled using a stretched exponential lineshape, but this provided little insight into the fundamental physics underpinning the observed results. Hence, the Pade model which includes band-filling, many-body interactions and screening of the internal field was used to fit the time dependence of both the transition energy and intensity. The fit to the experimental results was achieved using carrier densities in the range of $N = 3 - 20 \times 10^{16} \text{ m}^{-2}$ and non-radiative lifetimes of $\tau_{NR} = 1.6 - 1.8 \text{ ns}$. It was found that the observed shift of the emission peak arises from a delicate balance between the contributions from bandgap renormalisation, screening of the internal field and the Coulomb interaction. Use of the free carrier model was found to underestimate the energy shift and magnitude of the peak intensity, in comparison with the results obtained using the Pade model. The shortest radiative lifetime was calculated as $\tau_R = 2.5 \text{ ns}$, hence these structures are dominated by the non-radiative lifetime and the maximum efficiency of 28% was calculated. By extrapolating these calculations to higher carrier densities, it was found that the 4 nm quantum well experiences a larger screening field than the 3 nm quantum well at the same carrier density. At high carrier densities screening effects reduce the internal field to approximately a third of its unscreened value, but the change
7.2. **FUTURE WORK.**

in the dipole matrix is small of the order of 20% in comparison. At threshold it was found that the screened internal field is still substantial, being of the order of $E_{\text{int}}(N) = 0.9 - 1.0 \text{ MVcm}^{-1}$. From investigation of the gain–current density relationship it was found that omission of the internal field causes an overestimation in the transparency current. Hence it is essential to include the screened internal field in the calculation of gain–current properties of InGaN/GaN laser structures, this is a significant result as the internal field is usually assumed to be fully screened in calculations of InGaN laser performance.

### 7.2 Future work.

In this work it was established that the internal field in InGaN quantum well structures is dominated by the strain induced piezoelectric field, GaN/AlGaN structures have much larger spontaneous polarisation coefficients than those of InGaN/GaN. Hence investigation of GaN/AlGaN and InGaN/GaN structures would permit the comparison of the effects of tensile and compressive strains and confirmation of the relative importance of piezoelectric and spontaneous fields.

An investigation into the importance of such effects by comparison of experimental data from a variety of sources with the calculated gain spectra would help resolve the degree to what such effects are important in InGaN structures.

Compositional fluctuations of indium content can create quantum dot like localized states, which have large effects on the gain spectrum. An investigation into the importance of such effects by comparison of experimental data from a variety of sources with the calculated gain spectra would help resolve the degree to what such effects are important in InGaN structures.

As found in chapter 5, the efficiency of sweeping out of carriers with reverse bias resulted in the theoretical model overestimating the magnitude of the absorption at small values of reverse bias. Looking at the flow of carriers through the complete structure using a current–continuity Schrödinger Poisson solver such as Simwin$^TM$ [144] and using comparison with experimental absorption data to check
this model would be useful and might provide some evidence that the model correctly describes InGaN structures.

In addition temperature dependent theoretical modelling of the optical gain and spontaneous emission spectrum, would provide useful insights into operating conditions. this would be especially useful at low temperature, since it might allow further investigation of the relationship between the radiative and non–radiative lifetimes as discussed in chapter 6. Since non–radiative lifetimes should be much less important at low temperatures.
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