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Abstract

Self-assembled InAs quantum dot lasers have been characterised by measuring the modal absorption and gain along with radiative and non-radiative current densities as well as determining threshold current densities as a function of length. The number of dot layers stacked and the GaAs spacer layers used are both shown to influence the dot density and distribution. The peak ground state gain is found to saturate at around a third of the available absorption in intrinsic quantum dot samples (reaching a value of 1.2±0.2 cm\(^{-1}\) per layer). The average spontaneous lifetime of a single dot is determined from measurements of the optical cross section (yielding a value of 2.0±0.5 ns).

From the lifetime measurements, the number of dots occupied at a given injection has been determined; this has shown that gain saturation in quantum dot lasers is due to the incomplete filling of states. The occupancy is shown to increase with the inclusion of p-type modulation doping (from 31% for an intrinsic structure to 43% and 51% for doping levels of 15 and 50-p dopants per dot respectively), hence increasing the available ground state gain to 2.2 cm\(^{-1}\) per layer for 50 dopants per dot. In some of the samples studied the use of modulation doping has been shown to lead to an increase in the non-radiative current density. The temperature dependence of the threshold current density in InAs quantum dot lasers is also investigated. It is found that in the p-doped structures the threshold current shows an initial decrease in the threshold current, before increasing at higher temperatures (for example a decrease of 100Acm\(^{-2}\) occurs between 180 and 290 K for a 2 mm long cavity with 15-p dopants per dot), this is shown to originate from the temperature dependence of the modal gain in these structures.
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1. Thesis Rationale and Background

1.1 Introduction

The work presented in this thesis has been conducted with the intention of characterising and optimising the performance of InAs quantum dot structures for use in semiconductor laser diodes. In particular the modal absorption, gain and un amplified spontaneous emission are studied using the segmented contact technique 1.

The idea of using quantum dots as the active gain medium in semiconductor lasers was first proposed in 1982 by Arakawa 2. Quantum dot systems have since attracted a great deal of interest due to the promise of low threshold currents, good temperature stability and broad gain spectra 3,4. An additional interest for InAs quantum dot lasers is the prospect of achieving lasing on GaAs substrates over the technologically important wavelength range 1.3 – 1.6 μm. This is an important wavelength range as at 1.3 and 1.55 μm there are minima in the loss and dispersion in optical fibres and hence are the optimum wavelengths to operate laser diodes for optical communications. Current laser diodes operating at these wavelengths are based on InP quantum well lasers. The relatively shallow potential wells in these materials lead to poor temperature sensitivity, while the Bragg mirror stacks, required for VCSEL operation are difficult and expensive to engineer. The ability to grow semiconductor lasers in GaAs substrates would remove these problems as deeper potentials are formed in InAs quantum dots and Bragg reflectors are common and inexpensive on GaAs.

To allow these structures to be fully optimised the modal gain and recombination paths have to be analysed. Knowledge of the modal gain spectra allows for accurate design of VCSEL cavities for surface emission, while knowledge of the
radiative and non-radiative currents allows the efficiency of the structures to be determined and optimised.

1.1.2 Thesis Structure:

The remainder of this chapter describes some basic semiconductor physics and laser concepts that will be required to understand the work and the results in the following chapters. The chapter will conclude with a summary of the development of InAs quantum dot lasers up to the beginning of this work.

Chapter two outlines the experimental techniques used in this work; this includes a description of the theoretical ideas around the experiment as well as details of how the work was carried out.

Chapter three looks at how the growth conditions of GaAs spacer layers can greatly enhance the performance of multilayer quantum dot structures. The chapter will go on to show that even in low threshold devices a large fraction of this current is still due to non-radiative contributions. The origin of this non-radiative current will also be investigated.

Chapter four shows the effects of increasing the number of quantum dot layers in the samples. The data from this will be used to further investigate possible sources of non-radiative recombination in InAs quantum dot samples.

Chapter five analyses the use of modulation doping to increase the modal gain and hence decrease the threshold current in quantum dot lasers. This work is carried out by analysing how both the modal gain and the recombination currents are modified in doped structures.

Chapter six investigates further the effects of p-type modulation doping by investigating the temperature performance of the threshold current in doped structures.
This is done by investigating how the temperature performance of both the modal gain and the non-radiative currents are influenced by doping.

Chapter seven uses absorption measurements to determine the average radiative lifetime of a single quantum dot. The lifetime is calculated for each of the structures investigated in the previous chapters to see how it is influenced by the various factors studied. The lifetime is used to calculate the number of carriers in each dot at a given injection level and is used to try and further understand the non-radiative processes in InAs quantum dot samples.

Finally chapter eight gives a summary of the main points encountered from this work and suggest some possible future investigations originating from this study.

1.2 Semiconductor Physics

1.2.1 Bandstructure

The electrical properties of semiconductors are described in detail in many textbooks on solid state physics \(^5,6\); here a brief account of the main points is given. Semiconductor crystals are formed via covalent bonds between atoms which result in the formation of a lattice structure. The periodicity of this lattice affects the electrical and optical properties of the semiconductor. The interaction of consecutive atoms causes a splitting of the energy levels due to a difference in symmetric and anti-symmetric bonding. This behaviour occurs over the complete lattice, resulting in the formation of bands of closely spaced energy levels. The two most important bands when considering a semiconductor laser are the adjacent conduction and valence bands. At absolute zero all the valence band states are occupied with electrons, while all the conduction band states are empty. As the temperature is then increased electrons can be
thermally excited from valence band to the conduction band. Unoccupied states in the valence band can be described as being occupied by ‘holes’ which behave as positively charged electrons.

The conduction and valence bands are described by the $E-k$ relationships. In a simplified picture these can be approximated by parabolas,

$$E(k) = \frac{\hbar^2 k^2}{2m^*} \quad \text{Equation 1.1}$$

where $m^*$ is the effective mass of the electrons (or holes) in the conduction (or valence) band and $k$ is the wavevector which is related to the electron momentum by,

$$p = \hbar k \quad \text{Equation 1.2}$$

Under the influence of strain in the material the valence band splits into the heavy-hole (hh), light-hole (lh) and split off (so) bands due to spin-orbit coupling as shown. The minimum energy difference between the two bands (occurring at $k = 0$ in the diagram) gives the band gap of the material. When the minima occur at the same $k$-
value it is known as a direct band gap material, while if the minima occur at different \( k \)-values it is known as indirect bandgap. Any transition between the conduction and valence bands must conserve both energy and momentum so the emitted photon energy must be equal to the difference in the electron and hole energies.

\[
\hbar v = E_g + \frac{\hbar^2 k^2}{2m_e} + \frac{\hbar^2 k^2}{2m_v}
\]  

Equation 1.3

Given that photons have a negligible momentum, the electrons and holes must also have the same \( k \)-value.

**1.2.2 Fermi-Functions:**

The probability of an energy state being occupied by an electron is described by the Fermi-Dirac distribution, giving occupation probabilities for the conduction and valence band as,

\[
f_c = \frac{1}{e^{(E-E_{F_c})/kT}+1}
\]  

Equation 1.4

and

\[
f_v = \frac{1}{e^{-(E-E_{F_v})/kT}+1}
\]  

Equation 1.5

where \( k \) is the Boltzmann constant, \( T \) is the temperature and \( E_{F_c} \) and \( E_{F_v} \) are the quasi-Fermi levels for electrons in the conduction and valence band respectively.
1.2.3 Quantum Confinement:

If one or more dimensions of a semiconductor are reduced quantum confinement effects can alter the electronic states within the semiconductor. To investigate the behaviour of electrons and holes in quantum confined structures the time independent Schrödinger equation has to be solved,

$$\frac{\partial^2 \varphi(r)}{\partial r^2} + \frac{2m^*}{\hbar^2}(E - U(r))\varphi(r) = 0$$  \hspace{1cm} \text{Equation 1.6}

where $U(r)$ is the background potential to the crystal lattice. The wavefunctions for the electrons (and holes) can be described using Bloch’s theorem. This states that the wavefunction can be written as two parts, an envelope function and a periodic function. So for the electrons the wavefunction is given by,

$$\varphi_e(r) = F(r)u_c(r)$$  \hspace{1cm} \text{Equation 1.7}

where $F(r)$ is the normalised envelope function and $u_c(r)$ is the Bloch function for the conduction band which has the periodicity of the lattice. A similar expression can be obtained for the hole wavefunction. Applying this to a three dimensionally confined system (a quantum dot), with infinite barriers, the following energy levels are obtained,

$$E_{m,n,z} = \frac{\hbar^2 \pi^2}{2m} \left( \frac{n_x^2}{L_x^2} + \frac{n_y^2}{L_y^2} + \frac{n_z^2}{L_z^2} \right)$$  \hspace{1cm} \text{Equation 1.8}

where $L_x$, $L_y$ and $L_z$ give the dimensions of the dot in the $x$, $y$ and $z$ directions.

1.3 Laser Diodes

A laser produces coherent light by allowing stimulated emission to dominate over absorption and spontaneous emission (these processes will be discussed in more detail in section 1.4). A laser diode is formed by placing an ‘active region’ in a resonant cavity, with partially reflecting mirrors. Electrons in the active layer can be excited
(either electrically or optically) into non-equilibrium higher energy states. The electrons can then relax back into an equilibrium state releasing a photon in the process (known as spontaneous emission). This creates a photon density which can be amplified by the non-equilibrium electron distribution through the process of stimulated emission leading to laser action.

### 1.3.1 Threshold Gain:

In a semiconductor laser diode a non-equilibrium electron distribution is achieved via electrical pumping by injecting the carriers through a p-n junction. The growth of the photon density due to stimulated emission can be characterised by the modal gain of the cavity.

As the photon density travels along the cavity it grows in intensity due to stimulated emission events. The ends of the cavity consist of partially reflecting mirrors (typically formed by the air / semiconductor interface of the diode) as such some of the light is transmitted from the device and some is reflected back across the cavity (providing optical feedback). For sustained lasing to occur the growth of the photon density (the gain) must be equal to the losses in the cavity, as such it can be shown that the threshold condition for the modal gain is,

$$G = \frac{1}{L_c} \ln \left( \frac{1}{R} \right) + \alpha_i$$

where $L_c$ is the length of the cavity, $R$ is the reflectivity of the mirrors (typically $\sim 0.3$ for an air / semiconductor interface and $\alpha_i$ is the intrinsic scattering loss caused by the scattering of photons within the cavity. Therefore coherent light is produced and hence lasing is achieved through the oscillation of stimulated emission in the cavity.
1.3.2 History of the diode laser:

The first semiconductor laser diodes were developed in 1962 and based on GaAs homojunctions, where the mirrors were formed by polishing of the crystal in the plane perpendicular to the junction. Schematic diagrams are shown in Figure 1.2 for a homojunction under (a) equilibrium conditions and (b) when a forward bias is applied.

\[\text{Figure 1.2: Schematic diagram of a homojunction in equilibrium (a) and under a forward bias (b).}\]

In equilibrium the Fermi level lies within conduction band for the n-type GaAs and within the valence band for the p-type material. When a forward bias is applied the
bands begin to bend and the Fermi level splits into two quasi-Fermi levels for the conduction and valence band. The situation shown in figure 1.2b is for when the applied voltage is approximately the same as the bandgap of the junction. An active region is formed in the junction where the electrons and holes overlap leading to radiative recombination and the ability for stimulated emission to take place.

These early laser diodes had high threshold current densities (~10 kAcm\(^{-2}\)) with lasing only possible at liquid nitrogen temperatures \(7\text{ to }10\). These high operating currents were partially due to poor carrier confinement and overlap (as shown in figure 2b) and also due to a poor optical confinement of the produced light. The light is poorly confined in such structures due to very little variation in the refractive index across the junction and the poor confinement reduces the probability of stimulated emission.

Reduced threshold currents and room temperature lasing were achieved through, the development of the double heterostructure \(^{11\text{ to }13}\). In such a structure the active region is sandwiched between n- and p-type doped layers that have larger band gaps (forming a p-i-n junction). As well as increasing the carrier confinement by reducing diffusion away from the junction, the change in bandgap also creates a step in the refractive index profile, leading to optical confinement. Such a structure lead to the first report of continuous operation at room temperature\(^{14}\).
Further improvements in threshold current and device performance were obtained by the development of the separate confinement heterostructure $^{15-17}$. This involved the placing of a lower bandgap material at the centre of the structure (for example GaAs in AlGaAs).

If the thickness of the separate confinement layer becomes sufficiently thin (approximately of the order of the de Broglie wavelength, $<10$nm) the carriers become
localised in this region and a quantum well system is formed\textsuperscript{18,19}, where the depth of the well is determined by the offset of the conduction and valence bands. More recently quantum dot separate confinement heterostructures have been developed as the active region in laser diodes\textsuperscript{20-22}.

\section*{1.4 Optical transitions:}

There are three possible optical transitions that can occur between two energy levels (i.e. in a semiconductor). These are absorption, spontaneous emission and stimulated emission.

\begin{figure}[h]
\centering
\begin{subfigure}{0.3\textwidth}
\centering
\includegraphics[width=\textwidth]{absorption}
\caption{(a) Absorption}
\end{subfigure}
\hspace{1cm}
\begin{subfigure}{0.3\textwidth}
\centering
\includegraphics[width=\textwidth]{spontaneous}
\caption{(b) Spontaneous emission}
\end{subfigure}
\hspace{1cm}
\begin{subfigure}{0.3\textwidth}
\centering
\includegraphics[width=\textwidth]{stimulated}
\caption{(c) Stimulated emission}
\end{subfigure}
\caption{Diagrams illustrating (a) absorption, (b) spontaneous emission and (c) stimulated emission.}
\end{figure}

\subsection*{1.4.1 Absorption:}

In an absorption event an electron is initially in the lower energy level (the valence band) and an incoming photon with an energy equal to the band gap is ‘absorbed’ by the electron, causing the electron to travel to an empty state in the higher energy level (the conduction band). The absorption rate is therefore controlled by the number of photons with the appropriate energy, the number of electrons in the valence band and the photon flux. The absorption rate is given by

\[ \text{Absorption rate} = N \frac{\text{hv}}{\text{hv}} \]

where \(N\) is the number of electrons in the valence band, \(\text{hv}\) is the photon energy and \(\text{hv}\) is the band gap energy. The absorption rate is proportional to the number of photons with energy equal to the band gap and the number of electrons in the valence band.
band and the number of empty states in the conduction band. The total rate is therefore given by

\[ r_{\text{abs}} = B_{1,2}(1 - f_2)f_1\rho(hv) \]  

Equation 1.10

where \( f_1 \) and \( f_2 \) are the occupation probabilities for electrons in the lower and upper states respectively, \( \rho \) is the photon density and \( B_{1,2} \) is a probability coefficient.

### 1.4.2 Spontaneous Emission:

A spontaneous emission event occurs when an electron spontaneously "falls" from the higher to the lower energy level releasing a photon in the process. The energy of this photon is again equal to energy difference between the two states. This process is governed by so called 'virtual' photons generated by zero-point fluctuations in the electromagnetic field. As such this process is independent of any photon density and is controlled only by the relative occupation of the two states,

\[ r_{\text{spont}} = A_{2,1}f_2(1 - f_1) \]  

Equation 1.11

where \( A_{2,1} \) is again a probability coefficient. The direction and phase of the electrons that are emitted due to this process are random.

### 1.4.3 Stimulated Emission:

A stimulated emission event occurs when an incoming photon (with an energy equal to the difference between the two states) perturbs an electron in the upper state (conduction band). This results in the electron falling down to the lower state (valence
band) releasing another photon in the process. As well as having the same energy as the first photon the second photon is coherent with the first (has the same phase and direction). This rate is therefore controlled by the photon density and the relative occupation probabilities,

$$r_{\text{stim}} = B_{2,1}(1 - f_i) f_j \rho(h\nu) \quad \text{Equation 1.12}$$

where $B_{2,1}$ is another probability coefficient.

Under equilibrium conditions the upward and downwards transition rates must balance so,

$$r_{\text{abs}} = r_{\text{spont}} + r_{\text{stim}} \quad \text{Equation 1.13}$$

This expression was first solved by Einstein in 1917\textsuperscript{23,24} where under the conditions,

$$B_{_1,2} = B_{2,1} \quad \text{Equation 1.14}$$

and

$$A_{2,1} = \frac{8\pi n^3}{h^3 c^3} (h\nu)^2 B_{2,1} \quad \text{Equation 1.15}$$

he derived Planck's law of blackbody radiation. As such the probability coefficients $A_{2,1}$, $B_{2,1}$ and $B_{1,2}$ are known as the Einstein coefficients. This relates the coefficients for spontaneous and stimulated emission. The units of $A_{2,1}$ are inverse time and as such it is related to the spontaneous lifetime of the transition by,

$$A_{2,1} = \frac{1}{\tau_s} \quad \text{Equation 1.16}$$

\section*{1.5 Population Inversion}

As was shown in the previous section in thermal equilibrium the rate of downward transitions is equal to the rate of upward transitions. For lasing action to
occur, stimulated emission must dominate in the cavity, and hence there must be more carriers in the upper state than the lower. However this cannot be achieved under thermal equilibrium in a two level system. Therefore to obtain population inversion and hence allow stimulated emission to become the dominant process, a non-equilibrium state of the system has to be achieved.

1.5.1 Three Level Systems:

A schematic overview of a three level system is shown in Figure 1.6. In such a system electrons are initially pumped (either electrically or optically) from the ground state, \( E_0 \) to a higher energy state (labelled \( E_2 \)). The electrons can then relax to the intermediate energy level, \( E_1 \). Provided the relaxation time between \( E_2 \) and \( E_1 \) is quicker than the recombination time between \( E_1 \) and the ground state then the electron population can build up in the higher state and lasing can occur between \( E_1 \) and the ground state.

![Figure 1.6: Schematic diagram of a three level laser system](image)

Although lasing can occur in three level systems, the process is very inefficient, as to achieve population inversion over half the electrons need to be excited out of the
ground state, as such large pump powers are required. Population inversion can be achieved more easily by using a four level system.

**1.5.2 Four Level Systems:**

![Schematic diagram of a four level laser system.](image)

In a four level system, electrons are pumped out of the ground state to a higher energy state ($E_3$), where they rapidly decay to the state $E_2$. Lasing then occurs between the levels $E_2$ and $E_1$. The electrons then decay back to the ground state. As the lasing transition in this system does not involve the ground state, population inversion can be achieved with much lower pump powers. Semiconductor lasers form a four level system where a continuum of states forms the lowest and uppermost energy levels and lasing occurs between two discrete levels.

**1.6 Non-Radiative Recombination Processes**

It is possible for electrons in the conduction band and holes in the valence band to recombine non-radiatively (i.e. recombination without the emission of a photon). Such events raise the current required to achieve threshold in a laser and ideally need to be identified and minimised. Due to the absence of light in these processes, they can only be detected indirectly and (as such) determining the non-radiative process is
difficult. To identify the process the temperature dependence of various quantities (i.e. threshold current, radiative current, efficiency) need to be measured. There are two main sources of non-radiative recombination in semiconductor lasers that will now be discussed.

1.6.1 Recombination via Defects:

In an ideal semiconductor there are no defects or impurities in the crystal lattice. However in a real semiconductor structure impurities or defects can form (i.e. due to a vacant lattice site), and such defects result in a localised state in the crystal. If a defect state forms on or in the conduction or valence band, the effects are negligible. However as the defect is localised spatially it is able to form in the ‘forbidden’ energy gap, where it can have a significant impact on the recombination in the structure. This type of recombination was first described in 1952 by Hall and in a separate publication by Shockley and Read and (as such) is commonly known as Shockley-Read-Hall recombination. A recombination event is shown schematically in Figure 1.8.

\[ \text{Figure 1.8: - Schematic diagram of recombination via a defect state.} \]

In such a recombination event a carrier is captured by the defect (in the example shown an electron is captured). This then charges the defect state and results in the capture and subsequent recombination (resulting in the emission of a phonon) of a
carrier of opposite charge (a hole in the example). The recombination rate of this type of process is determined by the carrier with the slowest capture rate.

1.6.2 Auger Recombination:

Auger recombination occurs due to a hole and electron recombining indirectly. Momentum and energy are conserved in this process by the emission of a second electron (or hole) high into the conduction (or valence band), where it then relaxes via multi phonon emission. Due to energy and momentum having to be conserved Auger recombination is generally negligible in wide band gap materials, but becomes increasingly important as the band gap is narrowed. Auger recombination has been predicted to contribute a high proportion of the current in InAs quantum dot lasers. There are several different Auger process that can occur. For simplicity one such process is illustrated in Figure 9.

Figure 1.9: - Schematic diagram of an Auger recombination process

In the process illustrated an electron (1) recombines with a hole (2), and this causes a second electron to travel high into the conduction band (3) where it then relaxes back to its initial position via multiple phonon emission (4).
1.7 Quantum Dot Systems

As previously mentioned the development of quantum well lasers has led to low threshold devices. However these remain sensitive to temperature. The natural progression from such a two dimensional system is to a one dimensional quantum wire (where the carriers are confined in two dimensions) and further on to a zero dimensional quantum dot (where the carriers are confined in all three directions). The work in this thesis is concerned with characterising quantum dot systems; therefore this following section will describe some of the key factors affecting quantum dot performance.

Many of the predicted improvements in performance in quantum dot systems originate from the three dimensional confinement of carriers. To confine the carriers the dimensions of the dot have to be of the order of the de Broglie wavelength (~10nm). When Schrödinger’s equation is solved for such a system a series of widely spaced discrete energy levels is obtained (equation 1.8). These discrete energy levels are similar to the energy levels within an atom and as such an ensemble of quantum dots behaves in a similar to a solid state laser.

N.B: Although a quantum dot has a similar energy structure as an atom, a single dot can comprise more than ten thousand atoms.

Quantum dot systems were predicted to have several key advantages over quantum well lasers. These were: a reduced threshold current, a narrow spectral line and reduced temperature sensitivity. The reduced threshold comes from having many dots at the same energy resulting in fewer carriers being required to achieve population inversion. A narrow spectral emission line was predicted due to the dots having the same energy states. A reduced temperature sensitivity, was predicted due to the expected delta like density of states.
1.7.1 Quantum Dot Growth:

The most common way of growing quantum dot systems is through the self-assembly Stranski-Krastanow growth mode. The self-organised mechanism exploits the high lattice mismatch which can occur between semiconductor materials (for example there is a mismatch of approximately 7% between InAs and GaAs). Material of one type is deposited on top of a substrate. Each of these materials has a different surface energy and as increasing layers of material are deposited the strain energy increases, due to the lattice mismatch. The material initially forms a few monolayer thick film, known as the wetting layer. After the strain energy becomes too great to allow the continual stacking of material, then material nucleation begins which leads on to small three-dimensional island formation. The exact nature of the islands formed: size, shape, density, uniformity are all very sensitive to the growth conditions and can lead to difficulty in trying to obtain reproducible structures.

![Figure 1.10: S-K growth mode](image)

This method has been used successfully to grow quantum dot structures on many material systems including InAs\textsuperscript{21,22}, InP\textsuperscript{28,29} and GaN\textsuperscript{30,31}.

Dots grown in this self-formation technique are accompanied by the wetting layer, as described above. This results in a coupled wetting layer quantum dot system, where the wetting layer provides a reservoir of carriers, allowing electrons and holes to
be transported between the dots. This allows quantum dot systems to be highly efficient as it allows electrons and holes to move across the ensemble and recombine. However due to the large number of carriers present in the wetting layer which leads to the incomplete occupation of the quantum dot states, the system is not completely inverted. As such the modal gain achieved is less than that from a fully inverted system.

Practical quantum dot systems are also affected by the presence of excited states. In an ideal dot the energy levels would be widely spaced in energy, limiting any thermal activation of carriers into excited state(s). However in real quantum dot systems the size of the dots leads to the presence of excited state(s) which are comparably spaced with the thermal energy of the carriers. Therefore the effect of these state(s) cannot be ignored when considering real quantum dot systems.

1.7.3 Broadening

The transition from an ideal quantum dot should be a sharp delta function; however the transition is broadened by several factors. There are essentially two types of broadening that the dot will experience. The first of these broadens the transition from a single dot, while the second arises due differences between the dots in an ensemble.

**Homogenous Broadening:**

Homogenous broadening arises from the uncertainty principle. The energy of an electron (or hole) will only be well defined after a long period of time and therefore there is a probability that the electron energy is not exactly equal to the energy of the state. This can also be described in a wave picture by dephasing events due to collisions. This broadening is normally expressed in terms of a normalised Lorentzian function. In
quantum dot systems the value of the homogeneous broadening is typically in the order of meV $^{33,34}$. 

**Inhomogeneous Broadening:**

This form of broadening arises in quantum dot ensembles and is due to differences between the individual dots. Each dot has an energy transition described by a Lorentzian distribution centred at the transition energy, however the dots can have different transition energies due to fluctuations in the size, shape and composition in each dot. These fluctuations are a result of the self-formation process used. The inhomogeneous broadening can be described by a Gaussian function over the ensemble. The inhomogeneous broadening is the dominant broadening mechanism in quantum dot ensembles $^{33,35}$.

**1.8 Modal Gain**

The starting point for the calculation of optical gain in bulk, quantum well and quantum wire systems is Fermi’s Golden Rule $^{24}$. This is concerned with transitions from a discrete energy state to a continuum of energy states with an appropriately defined density of states function, which includes k-selection. However such an approach cannot be used for a quantum dot system as the dot contains a series of discrete energy levels and as such does not have a continuum of energy states. Expressions for the modal gain of a quantum dot system have been derived using a modified “density of states” $^{36-39}$, which describe many properties of a quantum dot system.

These methods use a joint density of states based on the distribution of the energy levels (arising from the inhomogenously broadened ensemble). This assumes the electrons and holes are free to move around this energy distribution and in essence
allow any electron to recombine with any hole. However the energy states are not extended over the whole ensemble and as such cannot be combined to form a joint density of states. The localisation of carriers in the dots means that an electron can only recombine with a hole if it is in the same dot, leading to an additional spatial selection rule in quantum dot systems.

The approach taken here to determine the modal gain of an ensemble of quantum dots considers optical transitions in a two level system. To begin with a single dot is analysed in the presence of an energy flux, $S$ given by,

$$S = \frac{1}{2} c n e_0 \omega^2 A_0^2$$

Equation 1.17

where $A_0$ is the vector potential and $\omega$ is the frequency of the electromagnetic field. The rate of absorption between the two energy levels in the dot is given by,

$$U = (\hbar \omega) \frac{n_e}{m_e} A_0^2 \gamma M^2 \left\{ \int_{\text{dot}} F_2(r)^* F_1(r) d^3 r \right\} L(\hbar \omega)$$

Equation 1.18

where $M$ is the momentum matrix element for the dot, $F_2(r)$ and $F_1(r)$ are envelope functions describing the localisation of the electrons and holes within the dot. The factor $\gamma$ allows for the relative orientation of the polarisation of the electromagnetic field and the dot. $L(\hbar \omega)$ is the Lorentzian function describing the homogenous broadening of the transition. A factor of 2 has also been included to take account of spin degeneracy.

The optical cross section of a single dot is given by the amount of energy absorbed from the incident flux,

$$\sigma(\hbar \omega, E_i) = \frac{2 \hbar}{c n e_0 (\hbar \omega)} \left( \frac{e}{m_0} \right)^2 \gamma M^2 \left\{ \int_{\text{dot}} F_2(r)^* F_1(r) d^3 r \right\} L(\hbar \omega)$$

Equation 1.19

This can be re-written as,

$$\sigma(\hbar \omega, E_i) = \sigma_0(E_i) L(\hbar \omega)$$

Equation 1.20
giving the absorption strength for the transition in terms of a cross sectional area \((\sigma_0)\) multiplied by an energy. As described in \(^{35}\) the optical cross section can be determined by integrating the measured modal absorption spectrum, \(A(hv)\):

\[
\sigma_0 = \frac{w_{\text{mod}}}{N_{\text{Dots}}} \int A(hv)d(hv)
\]

Equation 1.21

where \(N_{\text{Dots}}\) is the number of dots per unit area and \(\omega_{\text{mod}}\) is an effective mode width which describes the coupling between the mode and the dot \(^{36}\),

\[
\frac{1}{w_{\text{mod}}} = \frac{A_{\text{dot}}^2}{\int A^2(z)dz}
\]

Equation 1.22

The optical gain of a cavity is defined as the fractional increase of the total energy in a guided mode per unit distance travelled. The total energy flux in the mode is determined from equation 1.16 as,

\[
W_{\text{tot}} = \left\{ \frac{1}{2} c n e \omega \int_{\text{dot}} A^2(z)dz \right\} w
\]

Equation 1.23

where \(w\) gives the width of the mode. The increase in the energy in the mode due to a single dot is the same as the rate of absorption (equation 17),

\[
U = (\hbar \omega) \frac{m^2}{m_0^2 \hbar} A_{\text{dot}}^2 \gamma M^2 \left\{ \int_{\text{dot}} F_2(r)^* F_1(r) d^3 r \right\} L(\hbar \omega)[f_1 - f_2]
\]

Equation 1.24

where \(A_{\text{dot}}\) is the vector potential of the electromagnetic field at the location of the dot and \(f_1\) and \(f_2\) are probability factors describing the occupation of the upper and lower states.
The modal gain is therefore given by,

\[ G = \frac{U}{W_{\text{tot}}L} \quad \text{Equation 1.25} \]

where \( L \) is the distance travelled along the cavity therefore,

\[
G(h\omega) = \frac{2\pi\hbar}{cne_{s}(h\omega)\left(\frac{e}{m_0}\right)^2} \int_{\text{mod}} \frac{A_{\text{dot}}^2}{wL} \frac{1}{\mathcal{M}^2} \left[ \int F_i(r) F_i^*(r) dr \right]^2 \frac{L(h\omega)}{L(h\omega)} [f_i - f_2] \quad \text{Equation 1.27}
\]

This can be rewritten using equations 1.20 and 1.22 as

\[
G(h\omega) = \frac{\sigma_0(E_i)L(E_i,h\omega)}{\omega_{\text{mod}}wL} [f_i - f_2] \quad \text{Equation 1.28}
\]

This expression therefore gives the modal gain due to a single dot with the electrons localised due to normalised envelope functions. In an ensemble of dots with a density of \( N_{\text{dots}} \) dots per unit area, the modal gain of the system can be determined by summing the gain contributions from each dot over the length and width of the guide,

\[
G_{\text{total}}(h\omega) = N_{\text{dot}}wL \sum_i G_i(h\omega)P(E_i) \quad \text{Equation 1.29}
\]

where \( P(E_i) \) is a Gaussian function describing the inhomogeneous broadening of the dots. Therefore the total gain is given by,

\[
G(h\omega) = \frac{N}{\omega_{\text{mod}}} \sum_i \sigma_0(E_i)L(E_i,h\omega)P(E_i)[f_i - f_2] \quad \text{Equation 1.30}
\]

the probability occupation factors are defined globally for the whole system (so any two dots with the same energy separation will have the same probability of occupation). The approach taken here takes account of the spatial localisation of the carriers, as such the gain scales with the number of dots.

The optical gain of a cavity is defined as the fractional increase in the photon density per unit length as the light propagates along the cavity. For a transition between
a single pair of states (for example a single quantum dot) the number of photons generated at a given photon energy (\(hv\)) is given by the difference between the net upward and downward rates (the difference between absorption and emission as given in section 1.4) multiplied by the Lorentzian broadening:

\[
\begin{equation}
\text{Equation 1.31}
\end{equation}
\]

\[
r_{\text{net}}(hv) = B(E_i)(f_2 - f_1)\rho(hv)L(E_i)
\]

If the cavity volume is defined as \(V_{\text{cav}}\) then the ratio of the gain to the total photon density within the cavity will give another expression for the modal gain,

\[
\begin{equation}
G(hv) = \left(\frac{n}{c}\right)\frac{2B(E_i)(f_2 - f_1)\rho(hv)L(E_i)}{\rho(hv)V_{\text{cav}}}
\end{equation}
\]

where the factor of 2 has been included to take account of spin degeneracy. This can be equated with equation 1.26, which gives the gain for a single quantum dot,

\[
\begin{equation}
B = \frac{1}{2}c\frac{V}{n}w_{\text{mod}}wL\sigma_0
\end{equation}
\]

and given that the cavity volume is defined such that,

\[
V_{\text{cav}} = w_{\text{mod}}wL
\]

then,

\[
\begin{equation}
B = \frac{1}{2}\left(\frac{c}{n}\right)\sigma_0
\end{equation}
\]

And by substituting this expression into equation 1.15 the spontaneous emission rate can be related to the optical cross section:

\[
A_{2,3} = \frac{1}{2} \frac{8\pi a^2 (hv)^2}{\hbar^2 c^2} \sigma_0
\]

\[
\begin{equation}
\text{Equation 1.36}
\end{equation}
\]
Therefore by determining the optical cross section of a single dot it is possible to calculate the spontaneous lifetime of that dot.

### 1.9 Spontaneous Emission Rate

Spontaneous emission is the excitation of a carrier from an occupied state to a lower energy unoccupied state via the emission of a single photon into an optical mode. The probability of such a transition occurring in a simple two level system (i.e. a single quantum dot is given by),

\[
W_{1\to2}(\hbar\omega) = \frac{4\pi}{\hbar} \left| H_{1,2}' \right|^2 L(E_i, \hbar\omega)[f_i(1 - f_2)]
\]

where \( f_i \) and \( f_2 \) give the probability of occupation for the two states, and spin degeneracy has been accounted for, while \( H_{1,2}' \) is related to the momentum matrix element by,

\[
\left| H_{1,2}' \right|^2 = \left( \frac{e}{2m_0} \right)^2 \alpha^2 \gamma^2 M^2 \left[ \int F_i(r)^\dagger F_2(r) d^3r \right]^2
\]

So,

\[
W_{1\to2}(\hbar\omega) = \frac{4\pi}{\hbar} \left( \frac{e}{2m_0} \right)^2 \alpha^2 \gamma^2 M^2 \left[ \int F_i(r)^\dagger F_2(r) d^3r \right]^2 [f_i(1 - f_2)] L(E_i, \hbar\omega)
\]

The spontaneous emission rate is therefore given by the probability of the transition occurring multiplied by the number of optical modes available. The density of optical modes per unit volume in one polarisation is given by,

\[
P_{op}(\hbar\omega) = \frac{1}{3\pi^2} \frac{n_x n_y}{(hc)^3} (\hbar\omega)^2
\]
while the vector potential associated with a single photon of frequency, \( \omega \) in a unit volume is given by,

\[
A_0 = \frac{2h}{\sqrt{\mu_e c_0 \omega}} \quad \text{Equation 1.41}
\]

This therefore gives the spontaneous emission from a single two level system (a single dot) into one polarisation as,

\[
R_{\text{sp}}^e (\hbar \omega) = \frac{8n \omega}{3\pi c^3 e_0} \left( \frac{\varepsilon}{2m_0} \right)^2 \gamma M^2 \left\{ \left[ F_1 (r)^* F_2 (r) d^3 r \right]^2 \int [f_i (1 - f_j)] L(E_i, \hbar \omega) \right\} \quad \text{Equation 1.42}
\]

To determine the total spontaneous emission from an ensemble of dots the above expression is summed over all dots.

\[
R_{\text{sp}}^e (\hbar \omega) = \frac{8n \omega}{3\pi c^3 e_0} \left( \frac{\varepsilon}{2m_0} \right)^2 \sum N \gamma M^2 \left\{ \left[ F_1 (r)^* F_2 (r) d^3 r \right]^2 \int [f_i (1 - f_j)] P(E_i) L(E_i, \hbar \omega) \right\} \quad \text{Equation 1.43}
\]

where the N gives the number of dots and \( P(E_i) \) is a Gaussian distribution describing the inhomogeneous broadening of the dots.

### 1.10 The Inversion Factor

The probability of occupation for the upper and lower states is used in the expressions for the modal gain and the spontaneous emission. The ratio of these two quantities gives an indication as to the degree of inversion in the system. By dividing the total modal gain in the system by the spontaneous emission the following expression is obtained,
Apart from the occupation probabilities all the quantities on the right hand side of equation 1.43 are known values (are constants or can be calculated). As such if the modal and spontaneous emission can be measured, their ratio will give an indication as to the degree of inversion across the system. The final term containing the occupation probabilities can range from a value of 0 to 1. A value of unity can be achieved if \( f_1 \) is equal to one (this will occur if the probability of occupation of an electron in the upper state is one, so all the higher states are full) or if \( f_2 \) is equal to zero (the probability of an electron in the lower state is zero, so all the states are empty). Although the system will not be fully inverted until both these conditions are met (when the gain and spontaneous emission will both saturate), a value of unity will cause the ratio of the gain to spontaneous emission to saturate.

If the system can be described by global occupation probabilities which are in quasi-thermal equilibrium, then equation 1.44 can be described by Fermi-dirac statistics of the form,

\[
P_f = \frac{\frac{G(h\omega)}{R_{\text{Sp}}(h\omega)}}{\frac{3\pi^2 \hbar^2}{n^2 \omega^2}} \frac{1}{\omega_{\text{mod}}} \frac{f_1(h\omega) - f_2(h\omega)}{f_1(h\omega)(1 - f_2(h\omega))} \tag{Equation 1.44}
\]

\[
P_f = \left(1 - e^{-\frac{E + \Delta E_f}{kT}}\right) \tag{Equation 1.45}
\]

where \( E \) is the photon energy and \( \Delta E_f \) is the quasi-Fermi level separation. Therefore by studying the ratio of the modal gain to the spontaneous emission the form of the carrier distribution can be identified.
1.11 Momentum Matrix Element

The momentum matrix element $|M|^2$ gives the probability of a transition occurring between the conduction band Bloch function and the basis Bloch function. The valence band Bloch functions can be written as the sum of the basis Bloch functions (x, y and z directions).

1.12 Development of InAs Quantum Dot Lasers

Room temperature, ground state lasing from InGaAs quantum dot heterostructures under electrical injection was first demonstrated in 1994\(^2\). Low threshold currents (~100 Acm\(^{-2}\)) were observed at low temperatures (<150 K) indicating that the dot size distribution is small enough to achieve lasing. However the threshold current showed a dramatic increase as the temperature was increased, reaching values of around 1 kAcm\(^{-2}\) at room temperature. The increase in threshold current was due to the thermal escape of carriers to excited states and the wetting layer, reducing the occupancy of the dots and hence the modal gain available. This leads to devices having to be long ~ 4 mm, making them impractical for many applications. Even given this limitation, substantial progress has been made in optimising the performance of quantum dot lasers\(^{41-43}\) with the lowest reported room temperature threshold current of an InGaAs device of 16 Acm\(^{-2}\)\(^\text{44}\) being a factor of three lower than InGaAs quantum well devices\(^{45,46}\).

Several approaches have been investigated to increase the modal gain in quantum dot systems; these include using wider bandgap materials for the barrier regions to decrease the leakage of carriers to these layers and using tunnelling injection structures\(^{47}\), which use quantum mechanical tunnelling to inject carriers from a
quantum well directly into the dots. This enables specific dots to be selected due to the tunnelling process, hence reducing the effective inhomogeneous broadening of the ensemble. The total number of dots and hence the number of states available can also be increased by stacking multiple quantum dot layers on top of each other \(^{48}\). The performance can also be improved by growing the dots in a quantum well \(^{49,50}\) (forming a DWELL structure) to increase the barriers around the dots, improve the growth surface and the uniformity. This is achieved by growing a thin layer of material (with a different lattice constant) before the dots and then capping the dots with the same material, hence enclosing them inside a quantum well.

A problem that can follow on from stacking DWELL layers is defect formation resulting from large amounts of strain in the system. The In content in both the dots and the well structures can be close to the critical thickness for defect formation; as the number of layers is increased this amount of strain can further increase resulting in defect and dislocation formation.

One possible way of relieving this problem would be to use wide spacer layers between the DWELLs, allowing the built up strain to relax, by removing the lattice mismatch, before the next DWELL is grown. However, this often proves incompatible when trying to optimise the system for use in laser structures as it leads to wide active regions.

Several groups have recently developed so called annealing techniques to improve multi layer growth in quantum dot devices. The first of these was developed by Ledenstov et al. \(^{51}\); in their technique they place a very thin cap of material on top of the dots (typically only 2 to 4 nm). This is then followed by a high temperature evaporation (in excess of 600°C); this evaporation step removes any excess dot material above this cap. Any voids which are created in the cap are subsequently filled by the next growth
step, resulting in a much smoother and more uniform surface on which the dots can grow.

Another technique has been developed by Liu et al. in Sheffield. In their technique each DWELL is separated by a 50 nm GaAs barrier, the first 15 nm of this layer is grown at the standard temperature of 510°C; the temperature is then increased to 580°C for the remainder of the layer, before being reset for the next DWELL. This technique is known as the inclusion of High Growth Temperature Spacer Layers, (HGTSLs). It is these samples that are studied in some detail in chapter three to try and understand the origins of the improvements from modifying the growth of the spacer layers.
2. Experimental Procedures

2.1 Introduction

This chapter will outline the experimental procedures and techniques which were used to obtain the results described in the following chapters.

2.2 IVLT Measurements

The current (I), voltage across (V), and light output (L) from a laser diode were recorded as a function of temperature (T), to allow the threshold current of a laser diode to be determined. These measurements were performed on existing experimental apparatus used existing computer software. The diodes were positioned within a vacuum chamber, which had a neutral density filter acting as a 'window'. An InGaAs photodiode was placed on top of the 'window' to collect the emitted light. Due to cost limitations the photodiode was a small area detector and was therefore aligned for a maximum signal at room temperature before each measurement run. The temperature was changed using a heater, which was computer controlled and a cold finger, which could be lowered into liquid nitrogen; this allowed the temperature to be altered over the range 140 K – 400 K. A complete experiment set-up is shown schematically in Figure 2.1.
The pulse generator produces voltage pulses with a length of 400 ns at a frequency of 1 kHz. These were passed into a current controller, which is a computer controlled potentiometer allowing the amplitude of the current pulse to be varied. The voltage, current and light signals were read into the PC by the boxcar integrator. The boxcar works by a ‘sample and hold’ technique, where the incoming pulse is measured over a set gate length; the signal is then averaged over many gate lengths before being sent as a D.C. signal to the PC.

To perform a temperature run the device was cooled to the lowest temperature required, and measurements were then taken at periodic steps as the device heats up.
2.3 **Photovoltage Absorption Spectroscopy (PVS)**

In Photovoltage Spectroscopy (PVS) or Photocurrent Spectroscopy (PCS) absorption measurements the absorption of incident light is measured as a function of wavelength. The technique works by shining monochromatic light onto the facet of a laser structure; this is then propagated along the layers of the device where it can be absorbed. The absorption of the light results in the creation of electron-hole pairs; these are then separated by the internal field creating a voltage that can be measured across the device. To conduct PCS measurements an external bias is also applied across the device allowing the current to be determined.

The measurements were performed on pre-existing apparatus constructed by Paul Mogensen. The experimental set-up is outlined in schematic form in Figure 2.2. A white light source is provided from a halogen lamp operating at a voltage of 24 V. The light is chopped and passed into a monochromator, the resolution of which is controlled by the widths of the entrance and exit slits, which were typically set to 100 μm (and given that the grating contains 600 l/mm) giving a resolution of 0.64 nm. The monochromator was connected to the PC, via a stepping motor to allow for wavelength selection. The light was then collimated and passed through a polarizer; this allows the selection of either Transverse Electric (TE), light polarised perpendicular to the growth plane or Transverse Magnetic TM light, light polarised parallel to the growth plane, which is then focused on to the sample. The signal generated in the device is measured on a lock-in-amplifier, using the reference signal from the optical chopper.
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Figure 2.2: Experimental set-up for Photovoltage experiments

The polariser, lens and device, were all placed inside a metal box acting as a Faraday cage, to provide a shield against both electrical and light interference signals. The sample could be moved in all three translational directions as well as three rotational degrees of freedom to allow alignment for maximum signal.

The signal measured by this system is not the true absorption spectrum due to several factors; firstly the system recorded spectra in arbitrary units, so the magnitude varied with alignment. Also some of the photo-generated carriers will recombine in the device before they are extracted and measured; hence the full absorption may not be measured. Finally the signal will also be affected by the various optical components (the mirrors, grating, collimator, polariser and lens), absorbing / transmitting different wavelengths of light with different efficiencies. To correct for this the spectra were calibrated to correct for this effect. This was achieved by replacing a sample with a photo detector with a known response. The recorded response could then be compared to that expected to obtain a relevant correction factor. The recorded spectra can then be multiplied by this factor to acquire a corrected response, which assuming an equal
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extraction efficiency at all wavelengths, gives the correct relative amplitudes for features in the absorption, although the spectra are still in arbitrary units.

2.4 Segmented Contact Method

The Segmented Contact Method $^{1,54,55}$ was used to measure the Modal Absorption, Modal Gain, and the un amplified Spontaneous Emission rate (in real units) spectra.

2.4.1 The Technique

The Amplified Spontaneous Emission (ASE) that results from a single pass of light along a length, $L$ of material is given by $I_{ASE}(L)$, which have units of photons per second per unit stripe width per unit energy interval.

$$I_{ASE}(L) = \frac{I_{Sp}(e^{(G-\alpha)L} - 1)}{(G - \alpha)}$$  \hspace{1cm} \text{Equation 2.1}$$

If different lengths of material are pumped, under the same collection geometry, a set of simultaneous equations can be formed. By algebraic manipulation of these it is possible to derive expressions for the absorption, gain and the spontaneous emission.

In this work I have used devices in which the top electrical contact is divided into separate electrical injection regions (this will be described in more detail in section 2.6.2), allowing different lengths of material to be pumped. Pumping just the front contact, leads to current injection over a length $L$ and gives a light signal $I_{ASE}(1)$, while pumping the front two sections together (with the same overall current density), results
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in an injection over a length \(2L\) and the light spectrum \(I_{ASE}(1,2)\). It is also possible to pump the second section by itself and record the resultant spectra, \(I_{ASE}(2)\). To ensure that the light measured was genuinely from a single pass (i.e. there is no round trip amplification of the light) there are at least three passive sections at the rear of the device. In addition to this the rear facet was damaged when the device was mounted to suppress any reflections.

The determination of the modal loss, gain, un-amplified spontaneous emission and the calibration factor, all graphs shown are from a 5 layer quantum dot structure which will form the benchmark for the structures in the following chapters. The structure is shown schematically in Figure 2.3 and consists of 5 DWELL layers, where each DWELL is formed by depositing 3.0 ML of InAs, which forms the wetting layer and the dots into an In\(_{0.15}\)Ga\(_{0.85}\)As quantum well. The DWELLs are then separated by 50 nm GaAs spacer layers and the active region is incorporated into an Al\(_{0.4}\)Ga\(_{0.6}\)As waveguide.

Figure 2.3: - Schematic diagram of quantum dot structure used illustrate measurement techniques.
2.4.2 Modal Loss

The modal loss was measured by comparing the ASE when just the front section is pumped to the spectra obtained when just the second section is pumped (i.e. giving the absorption due to the front section). By looking at the ASE from these two sections the following expression can be obtained for the absorption,

\[ (\alpha + \alpha_i) = \frac{1}{L} \ln \left( \frac{I_{ASE}(2)}{I_{ASE}(1)} \right) \]

Equation 2.2

where \( \alpha \) is the modal absorption, \( \alpha_i \) is the internal waveguide loss and \( L \) is the length of the section. As this is a passive measurement of the modal absorption in the un pumped section the spectrum obtained is independent of the current used to generate the light.

![Modal Loss Spectrum](image)

Figure 2.4: - Example of a Modal Loss Spectrum for a multilayer quantum dot sample.

Two peaks can be observed centred at 1290 and 1200nm, these can be attributed to ground and excited state quantum dot transitions. The region where the curve goes flat at long wavelength gives the value of the internal waveguide loss \( \alpha_i \). This is
assumed to be independent of wavelength; therefore the same loss is experienced over
the whole spectrum; however it can only be measured at long wavelengths due to the
absence of other loss processes at these energies.

Measurements of the modal absorption can be obscured by internal fields across
the devices or due to impurities incorporated to the active region during growth. The
effect of an internal field across the structure will alter the overlap of the electron and
hole wavefunctions, decreasing the absorption. While the presence of impurities can
result in the occupation of states without electrical or optical pumping and as such
reduce the measured absorption due to state blocking.

To study these effects absorption measurements can be performed with a static
D.C. bias applied across the section under test.

![Schematic diagram of a multisection device with a D.C. bias applied.](image)

While the second section is being pumped the front section experiences a D.C.
voltage to remove any excess carriers (introduced through impurities) and / or to
counter any internal field, allowing the true absorption to be measured. For parity while
the front section is being electrically pumped the second section is also placed under a D.C. voltage.

2.4.3 Modal Gain

The modal gain can be obtained by comparing ASE from different pumped lengths, this can be achieved here by looking at $I_{\text{ASE}}(1)$ with $I_{\text{ASE}}(1,2)$, i.e. the light from lengths $L$ and $2L$, this gives the following expression,

\[
(G - \alpha) = \frac{1}{L} \ln \left( \frac{I_{\text{ASE}}(1,2)}{I_{\text{ASE}}(1)} - 1 \right)
\]

Equation 2.3

where $G$ is the modal gain and the other symbols have their usual meaning. We can therefore record gain spectra as a function of drive current.

![Figure 2.6: Example Net Modal Gain Spectra for the same multi layered quantum dot sample as shown in figure 3.](image)

Gain peaks can be observed from both the ground and excited state transitions, with the overall peak initially on the ground state and then switching to the excited state.
as the current density is increased. The region at long wavelength where the curves come together and go flat again gives the waveguide loss and should be the same as that measured in the absorption measurement for the same device. The peak gain values can be plotted as a function of current density; these can then be compared to laser points to confirm the accuracy of the measurement. The laser points are given by the threshold current density and the threshold loss (as given in chapter 2).

As well as allowing us to determine the gain as a function of the current we can also determine the quasi-Fermi level separation from these spectra. The transparency point is defined as the point where the material goes from being an absorbing to a gain medium (i.e. $G = 0$ or $G = -\alpha_i$). This can be determined from where the gain curves cross the value of $\alpha_i$ at short wavelength (high energy). If the device is in thermal equilibrium then the transparency point is the quasi-Fermi level separation.

Figure 2.7: - An Example gain spectrum showing the determination of the transparency point for a multi layered quantum dot sample.
2.4.4 Spontaneous Emission

Apart from the net modal gain, equation 2.1 contains another unknown, the unamplified spontaneous emission from the device. By again looking at the ASE from different lengths of pumped material it is possible to determine an expression for the spontaneous emission.

\[
\frac{I_{\text{Meas, Spont}}}{I_{\text{ASE}}} = \frac{1}{L} \ln \left( \frac{I_{\text{ASE}}(1,2)}{I_{\text{ASE}}(1)} - 1 \right) \frac{I_{\text{ASE}}(1,2)}{I_{\text{ASE}}(1,2) - 2I_{\text{ASE}}(1)}
\]

Equation 2.4

Figure 2.8: - Example of the unamplified spontaneous emission for the same multi layered quantum dot sample as studied in figures 3-5.

At low injection levels the emission is predominately from the ground state centred at 0.957 eV. As the current is increased emission is also observed from the excited states at energies of 1.023 and 1.079 eV. Whereas the modal absorption and gain obtained in equations 2.2 and 2.3 only involved a ratio of the ASEs; allowing the units to cancel and both quantities to be determined in units of reciprocal length. The
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expression for the unamplified spontaneous emission is more complicated and has to be expressed in units of the ASE.

The shape of the unamplified spontaneous emission, can be checked by looking at the form of the emission from the top of the device. This can be done by mounting a device, top side up; the light is then collected from the trench between the first two sections. This is akin to collecting the light from a 4 μm wide window in the oxide stripe. In this measurement it is important that the carrier density is distributed evenly between the sections to give homogenous and correct spectra. To ensure this occurs the near field from the ‘window’ is checked using an infrared camera. As well as validating the measurements from the end of the device, spontaneous emission from the top has the added benefit of allowing any wetting layer emission to be observed (which cannot be resolved via Amplified Spontaneous Emission due to the low signal levels). The spectra can then be compared from the two measurements.

Figure 2.9: Comparison of the spontaneous emission from the edge (solid lines) and from the top (dotted lines) for the same multi layered quantum dot sample as studied in figure 6.
The spectra from the top and the edge are reasonably similar; there is more emission at higher energies in the emission from the top (especially at higher driver currents). This difference is most likely caused by the low signal levels in the ASE at these energies, resulting in a reduced accuracy at these points. A bump can also be seen in the emission from the top centred at 1.262 eV (corresponding to a wavelength of 983 nm). This transition can be attributed to the emission from the wetting layer, and the integrated area under this region, accounts for approximately 1% of the total area.

2.4.5 The Calibration Factor

As shown in equation 1.44, the ratio of the gain to the spontaneous emission gives an expression for the ratio of the occupation probabilities. This relation can be used to calibrate the spontaneous emission into real units. The real spontaneous emission is related to the measured quantity by a calibration factor, $C$, given by.

$$I_{\text{Meas}} = \frac{I_{\text{spon}}}{C}$$  \hspace{1cm} \text{Equation 2.5}

using this expression equation 1.44 can be rewritten as

$$\frac{f_1 - f_2}{f_1(f_2 - f_1)} = \frac{3\pi \hbar^2 C}{2(\hbar)v_n} \frac{1}{W_{\text{mod}}} \frac{G}{I_{\text{spon}}^\text{Meas}}$$  \hspace{1cm} \text{Equation 2.6}

therefore if the value of $C$ can be determined from equation 6, the spontaneous emission can be calibrated into real units. The ratio of the gain to the spontaneous emission is plotted in Figure 2.9.
As was also stated in chapter 1, if $f_1$ is equal to one, or $f_2$ is equal to zero then the ratio of the occupation probabilities tends to unity and saturates. At low photon energies the ratio of the gain and spontaneous emission clearly saturates, (as such) the ratio of the occupation probabilities in equation 2.6 can be set to unity and the value of $C$ can be determined.

To help determine the value of the RHS of Equation 2.5 when the $P_f$ saturates we can exploit the fact that if the sample is in quasi-thermal equilibrium then the data can be fitted by Fermi Dirac statistics as was explained in chapter 1.
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Figure 2.11: Example of Pf functions with thermal fits

The open symbols give the experimental points, while the solid lines give the fits from Fermi-Dirac statistics. From the fits an accurate value for the calibration constant can be determined.

Once the spontaneous emission is in real units it is possible to determine the radiative current density, \( J_{\text{Rad}} \),

\[
J_{\text{Rad}} = e \int J_{\text{spont}} d\nu
\]

Equation 2.7

where \( J_{\text{spont}} \) is in units of \( \text{cm}^{-2} \text{eV}^{-1} \text{sec}^{-1} \). From this it is possible to determine the internal radiative efficiency, which is defined as the ratio of the total radiative current to the total drive current.

\[
\eta = \frac{J_{\text{Rad}}}{J_{\text{Drive}}}
\]

Equation 2.8

Likewise we can determine the total non-radiative current density, which is just the difference between the total current density supplied and the radiative current density (this is the case as stimulated emission is negligible in this experiment\(^1\)).

\[
J_{\text{Non-Rad}} = J_{\text{Drive}} - J_{\text{Rad}}
\]

Equation 2.9
2.4.6 The Experimental Set-up

The experimental apparatus used for these measurements were constructed by Dr Craig Walker and me. The computer software to control the apparatus and measure the light signals was adapted by myself from existing code. The device is placed in Joule–Thompson cryostat, which is connected to a vacuum system comprising both a rotary and a diffusion pump, allowing pressures of around $10^{-5}$ torr to be achieved. The cryostat was also attached to a temperature sensor and controller which, along with compressed nitrogen and a heater, allows temperatures over the range ~ 100 – 400 K to be obtained.

Two pulse generators were used to enable the segments to be pumped individually. The value of the currents was monitored by a boxcar to allow the computer to accurately determine and set the currents in each section. The light is focused through a lens and then passed through a polariser to allow the selection of either TE or TM polarisation before being passed through a monochromator (with a grating containing 600 l/mm), which was computer-controlled to allow the selection of the
desired wavelength. Again the entrance and exit slits were typically set to 100 µm resulting in a resolution of 0.64 nm. The light signal was then passed from to a Photomultiplier tube (PMT), where the light was detected. The signal is then passed to the boxcar so that it can be sampled and averaged before being sent back to the computer. The current pulses were overlapped in time, so that measurements could be made on the light signals from section one and section two (for loss) or sections one and two (for gain) at almost identical times. To allow these measurements to be made the light signal from the PMT is sent independently to three different sampling gates on the boxcar.

Figure 2.13: Overview of the current pulses and boxcar gates for Absorption measurements
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Gate B - Measures Light from Section 1
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Gate C - Measures Light from sections 1 + 2
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Current Pulse to Section 1
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400 ns

Current Pulse to Section 2
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Figure 2.14: Overview of the current pulses and boxcar gates for Gain and Spontaneous Emission measurements

In both configurations Gate A is used to measure the ‘zero’ level of the light before the incident pulses. This reading is then subtracted from gates B and C in both cases to obtain the true light signal. Gate B is positioned over section one in both instances. This means that this gate measures the light due to the current pulse in the front section. The third gate is positioned over the light signal from section two alone in Figure 2.12, allowing a measurement of the absorption to be made. In Figure 2.13 it is positioned to measure the light due to both sections being pumped at the same time, hence allowing measurement of the gain and spontaneous emission.

By measuring at two gates nearly simultaneously the time required to obtain a measurement of the absorption or gain is halved compared to recording the ASE independently. The accuracy of the system is therefore increased as any slight variations in alignment, temperature, etc. will be present in both ASE readings at the same places and as the gain and absorption expressions involve a ratio of the ASE these inconsistencies will cancel out. If the signals were recorded separately these
inconsistencies would arise at different points in each spectrum causing inaccurate absorption or gain data to be obtained.

As in section 2.3 the ASE measured is in unknown units due to the different amounts of transmission and absorption from the various optical components. However for gain and absorption measurements this is not an issue as the expressions for both just involve a straightforward ratio of ASEs, allowing the quantities to be given in absolute units. However the expression for the spontaneous emission is more complex and is given in the units of the ASE. Therefore a spectral calibration needed to be performed before measurements of the spontaneous emission could be made. This was done by passing a light from a source (a halogen bulb) with a known spectral response through the system and measuring the output and then comparing to the expected values. For safe operation of the PMT system the average output current must remain below 1 μA. The halogen lamp used for the spectral calibration outputs 45 W and as such is likely to exceed this limit. Therefore the best approach to overcome this is to ‘chop’ the light so that it generates an A.C signal. This was done using a chopper wheel and lock in amplifier to record the system response.

2.4.7 Device Checks

It is important in this measurement to ensure that the device being measured is operating correctly and therefore going to give true results. Initially several visible checks can be made with the use of an optical microscope. It is important to ensure that the front facet consists of a ‘smooth’ (mirror like) cleave, as otherwise light may be refracted and reflected away from the detector. The front two sections also need to be measured to ensure they really are the same length. Next the device needs to be tested electrically; this is done by measuring the I-V characteristic (as described in section 2.2)
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of each section. The two traces should be identical, and if they are not it implies that the resistance in the two sections (and/or of the bonded wires) is not the same. This could therefore result in the sections not being pumped equally. The inter-contact resistance between the two electrically injected regions also needs to be measured. This needs to be as high as possible to limit any current leakage between the sections which would potentially unbalance the currents. However as the inter-contact region is formed by etching through the top cap a resistance greater than 1 kΩ typically signifies that the etch has gone too deep and has disturbed the waveguide cladding. Therefore devices were typically selected with inter contact resistances of 200 – 600 Ω. A final check that can be performed involves using a free space camera to look at the near field from the device. The camera used consisted of an electrically cooled 2 dimensional InGaAs photodiode array. The near field should be homogenous to show that the current is being pumped uniformly across the stripe. The camera can also be used to measure the FWHM of the near field, giving an idea as to the amount of current spreading (this can then be used later to convert currents into current densities). The degree of current spreading should also be the same in both sections. If this is not the case it would imply that the sections were not being equally pumped at a fixed current.

2.5 Three Section Vs. Two Section Technique

It has recently been reported that the standard multisection technique described above can be inaccurate when applied to measurements on quantum dot structures under certain collection geometries. The reason for this claim is due to ‘un-pumped’ light which is collected by the measurement system. The ‘un pumped’ light is caused by light beams that do not travel the full length of the stripe down a section and therefore are light rays that diverge at large angles. The collection of these rays results in the gain
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being under calculated in the analysis. This is more problematic in quantum dot structures due to the low values of modal gain achieved. So any miscalculation will be a large fraction of the overall gain. To compensate for this a modified version of the segmented contact method has been developed, where the ASE is collected from the front 3 sections. All the light from the front section (including the 'un pumped' light) can then be corrected for resulting in the true values of the gain and absorption being obtained.

It has previously been shown that the problem of collecting 'un pumped' light can be removed by restricting the collection angle of the light. It was shown that if the light is collected from an angle of 8.4° or less from the centre of the facet then all the light rays collected have travelled the full length of the stripe. For this reason the lens used in the experimental set-up had was positioned 50 mm from the device and had a width of 12 mm, this then limited the collection angle from the edge of the device to 6.9°.

To ensure that this collection problem had been fully corrected for with this collection geometry measurements were made on the same device using both the standard (as described in section 2.4) and the modified technique so that the absorption and gain spectra could be compared. As the apparatus is designed and set-up to operate using the standard two section technique, several modifications had to be made. These involved introducing a switch box from one of the pulse generators to enable two sections to be pumped from the one source. The code was also altered so that the pulse generator supplying the switch box gave twice as much current as the single source. Also due to there only being three boxcar channels to read the light signals the measurements had to performed in two runs with the gates positioned in different places. As this increased the time required to perform the measurement, at least one of
the gates was kept in the same position for the two runs to ensure the alignment had not altered.

Example absorption and gain spectra are shown comparing the two techniques.

Figure 2.15: Modal absorption spectra at 300 K under a drive current density of 444 A cm\(^{-2}\) using the standard technique (solid line) and the three section technique (dashed lines).

Figure 2.16: Modal Gain spectra at 300 K for drive current densities of 222 and 444 A cm\(^{-2}\) using the standard technique (solid lines) and the three section technique (dashed lines).

Both plots clearly show that there is no obvious difference between the techniques, as expected from restricting the collection of the light. The absorption spectra in Figure 2.14, show excellent agreement over the whole wavelength range.
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(with a variation of < 2 cm\(^{-1}\) at any point); they also give identical values for \(\alpha\), of 2 cm\(^{-1}\). The modal gain spectra in Figure 2.15, also give an excellent agreement. Here the curves only differ significantly at the lowest wavelengths (< 1150 nm); at these wavelengths the intensity of the ASE is very low. It is probably the application of these small signals in the analysis that give rise to the slight differences seen in the spectra.

These plots clearly show that the standard two section technique is appropriate for use with the apparatus and the geometrical collection described.

2.6 Devices

Mark Hopkinson and Hiu Yun Liu grew all the structures studied in this work via Solid Source Molecular Beam Epitaxy at the EPSRC III-V Facility at the University of Sheffield. All the structures had Quantum Dots as an active region, which were grown inside Quantum Wells to form so called Dot-In-a-Well (DWELL) structures (see chapter 2). The structures were further processed into either oxide-stripe laser devices or multi-section devices; this was done at the clean room facilities at Cardiff University by Dr John Thompson and Mrs Karen Barnett, and a typical schematic diagram of each device will be outlined in the following section. To perform the experiments the devices were mounted n-side down onto standard TO5 transistor headers. Current was passed through the devices by attaching 50 \(\mu\)m diameter gold wire to the top p metallization of the devices with silver epoxy.

2.6.1 Oxide Stripe Lasers

A schematic diagram of a typical oxide stripe laser is shown in Figure 2.16. To form the top contact an oxide layer is deposited during fabrication on the top of the
device, with a 50 μm stripe where the oxide is removed running through the middle of this to allow spatially confined current injection. A gold contact layer is then deposited on the top of the device to allow current to be injected. The devices were used as cleaved (i.e. with no additional reflection coatings on the facets); light is then emitted from both ends of the structure.

![Schematic Diagram of a typical Oxide Stripe Laser Device](image)

**Figure 2.17:** Schematic Diagram of a typical Oxide Stripe Laser Device

### 2.6.2 Multi Section Devices

A schematic diagram of a multi section device is shown in Figure 2.17. These devices were used to obtain the modal absorption and gain data presented in this work as well as the spontaneous emission data. The structure for the multi section devices is the same as for the oxide stripe laser case discussed above, however the top contact is separated into electrically isolated contacts (to allow each section to be pumped separately) by etching periodic 4 μm gaps every 300 μm along the length of the device in the metallisation and in the top contact GaAs.
The front two sections could then be pumped independently by affixing a gold wire on to each section. The remaining sections at the back of the device (typically another 3 sections) were used as a passive absorber, so that the amplified spontaneous emission measured is that due to a single pass. To further suppress any round trip amplification of the light, the rear facet was damaged prior to mounting.
3. Effect of High Growth Temperature Spacer Layers

3.1 Introduction

As was outlined in section 1.12, the development of InAs quantum dot lasers has been hindered by low modal gains. As was explained several groups have developed annealing techniques to allow multiple quantum dot layers to be stacked. In this chapter the influence of annealing the GaAs spacer layers will be investigated, by studying the use of HGTSLs. Before the results from these samples are shown and discussed initial AFM, TEM, and threshold current measurements will be discussed.

Both devices consisted of 5 DWELL layers, where the DWELL consisted of 3.0 mono layers of InAs grown on top of 2 nm of In$_{0.15}$Ga$_{0.85}$As and then capped with 6 nm of In$_{0.15}$Ga$_{0.85}$As. The DWELLs were then separated by 50 nm of GaAs. For the standard sample the GaAs layer was grown at 510°C and for the HGTSL the initial 15 nm of the GaAs are grown at 510°C, before the temperature is increased to 580°C for the remaining 35 nm before being decreased back to 510°C for the next DWELL layer, this information is summarised in Table 3.1. The active region was incorporated into an Al$_{0.4}$Ga$_{0.6}$As waveguide structure.
Transmission Electron Microscope (TEM) measurements performed at Sheffield University for the standard sample showed threading dislocations originating in the second layer and spreading through the device, however the inclusion of the HGTSL was shown to eliminate these. Atomic Force Microscope (AFM) studies were also conducted on uncapped samples of the HGTSL sample at Sheffield University and showed a dot density of $4.3 \times 10^{10}$ cm$^{-2}$. The AFM measurements allowed surface morphology images to be generated for the structures. Without HGTSLs the surface was found to be rough, containing a series of mounds and pits. The inclusion of HGTSLs removed these features leaving the surface morphology similar to the initial GaAs buffer. Laser threshold measurements were conducted on 5 mm long devices on each structure. The standard sample failed to show lasing above 190 K, whereas the use of HGTSLs, produced ground state lasing to well over 300K, with a continuous wave room temperature threshold of 39 Acm$^{-2}$, with a wavelength of 1.31 μm.
3.2 Modal Absorption Data

The modal absorption spectrum obtained from each structure is shown below.

![Modal Loss Spectra](image)

Figure 3.1: Modal Loss Spectra for the standard sample (squares) and the HGTSL sample (circles).

There are several major differences between the two spectra, which will now be discussed. Firstly the internal scattering loss, $\alpha_t$ for the structures decreases from 15 cm$^{-1}$ down to 3.5 cm$^{-1}$, giving experimental evidence of the reduced number of defects in the sample. Secondly a lot of information can be deduced by looking at the shape of the spectra in each case. There are no definite features in the spectra for the standard sample resulting in a general absorption edge. On the other hand the HGTSL sample shows 3 absorption peaks in the spectra, which can be attributed to the transitions within the quantum dots. This suggests that the dots formed via the inclusion of HGTSLs experience less inhomogeneous broadening during their formation leading to a more uniform dot distribution and clearer absorption features.
This hypothesis can be studied in more detail, by fitting Gaussian distributions for each absorption peak (once the value of $\alpha$, has been removed), each Gaussian distribution then represents a broadened quantum dot transition, and these can then be summed up and fitted for whole spectra. The fits were generated using Microsoft excel and the best fit was judged by eye between the line generated and the experimental data. The fit is optimised for Gaussians centred at 0.965eV, 1.033eV and 1.117eV experiencing inhomogeneous broadenings of 16meV, 28meV and 38meV respectively.

![Modal Absorption and Fitted Gaussian Functions for the HGTSL sample.](image)

Figure 3.2: Modal Absorption and Fitted Gaussian Functions for the HGTSL sample.

The square points represent the experimental data, and the dashed (solid) lines show the individual (combined) fits. The area under each individual Gaussian is proportional to the number of states at this transition energy. The ratio of the areas under the two lowest energy Gaussians is 1:(3.7±0.2). This is close to a ratio of 1:4 suggesting that the excited state has fourfold degeneracy, instead of the simple twofold degeneracy that may be expected due to the size / shape of the dot. Fourfold degeneracy has been reported previously in In(Ga)As Quantum Dot systems for both
experimental and theoretical considerations and arises due to rotational symmetry and
spin degeneracy in the excited state.

The absorption spectrum for the standard sample appears more difficult to fit, given that there are no definite absorption peaks. However as you would expect the dots to be similar it seems reasonable to use Gaussians centred at the same energies. The inhomogeneous broadening and scaling heights of each transition are used as fitting parameters, although the areas under the two lowest transitions are forced to stay in the ratio 1:3.75. Although the degeneracy could change due to a change in the shape of the dots, this seems a reasonable approach given the lack of features in the absorption to give any indication of whether this has occurred or not. The best fit was obtained with inhomogeneous broadenings of 30meV, 35meV, and 55meV for each transition.

![Modal Absorption Spectra and Fitted Gaussian Functions for the standard sample](image)

Again the square points show the experimental data and the dashed (solid) lines show the individual (combined) fits. Although the overall fit is not so good this time it still shows a reasonable approximation to the experimental data. For the HGTSL and the standard sample the ratio of the ground to the third state is 1:(9.1±0.3) and
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1:(7.8±0.4) respectively. As well as clearly being different, which seems unreasonable given that the ground to excited state degeneracy was forced to stay the same; neither number has any physical justification. A further problem with this approach is the different broadenings required for each state. For both samples there is a large increase in the inhomogeneous broadening used for the excited state(s) when compared to the ground state Gaussian. Although a slight increase may be expected due to the dimension of the dots changing at different heights, the increase seen here is very substantial and lacks any physical reasoning. A previous AFM study on these samples revealed a bimodal distribution of dot sizes, consisting of a majority of large dots, with a subset of smaller dots.

![AFM image and histogram of dot sizes](image)

Figure 3.4: AFM image and histogram of dot sizes. Image and data supplied by H. Y. Liu, Sheffield University.
The AFM data show the majority of the dots centred at a height of 11 nm, with a subset of smaller dots, centred around 7 nm. It was shown that the use of HGTSLs results in a similar distribution in each layer, whereas in the standard sample the number of large dots decreased while the density of smaller dots increased in the upper layers. Bi-modal distributions have been reported elsewhere\(^{54-67}\) for InAs quantum dots grown by MBE techniques. It has also been shown that the ground state of the smaller dots can overlap the excited state of the larger dots\(^{66,67}\), making it difficult to resolve the two subsets. To study the possibility of a changing bimodal distribution contributing to the observed absorption curves the data is fitted with five Gaussians due to ground and excited state(s) from each subset of dots, the best fit for the HGTSL sample is shown in Figure 3.4.

![Figure 3.5: Modal Absorption Spectrum and fitted Gaussians corresponding to a bimodal distribution of dots for the HGTSL sample.](image)

This approach gives a good fit to the measured absorption where the parameters for the five Gaussians are summarised in Table 3.2.
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<table>
<thead>
<tr>
<th></th>
<th>Centre Energy / eV</th>
<th>Broadening / meV</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Large Subset of Dots</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Ground State</td>
<td>0.964</td>
<td>16</td>
</tr>
<tr>
<td>Excited State</td>
<td>1.033</td>
<td>21</td>
</tr>
<tr>
<td>2\textsuperscript{nd} Excited State</td>
<td>1.11</td>
<td>24</td>
</tr>
<tr>
<td><strong>Small Subset of Dots</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Ground State</td>
<td>1.025</td>
<td>35</td>
</tr>
<tr>
<td>Excited State</td>
<td>1.09</td>
<td>38</td>
</tr>
</tbody>
</table>

Table 3.2: - Fitting Parameters used for bimodal distribution fit of HGTSL absorption.

Using a bi-modal distribution gives a ground to excited state ratio of 1:(2±0.2) for both subset of dots and a ground to second excited state ratio of 1:(3.4±0.2) for the large dots. These degeneracies are close to the values of 1:2:3 expected from a simple harmonic oscillator model of the energy levels as previously reported\textsuperscript{68,69}. Although there are a large number of fitting parameters used in this approach confidence can be gained in the overall fit by determining the ratio of the areas between the ground (and excited) states of the two subsets. This ratio will give the relative absorption strength between the two subsets (given by the convolution of the number of dots in each subset and the respective absorption cross section); and as the degeneracies are the same for each subset the same ratio should be the same when comparing ground and excited states. The values determined are 1:(1.3±0.4) and 1:(1.4±0.4) for the ground and excited states respectively. These numbers are very similar and give good confidence that the Gaussians do represent two subsets of dots. The increase in the broadening from ground to excited state(s) seems more reasonable now than in the first attempt to fit (Figure 3.2) where the broadening increased rapidly for each state. Now the width of the Gaussians
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only increases slightly for the excited state(s). Figure 3.4 shows that the larger dots have a reasonable narrow energy distribution resulting in the relatively well defined ground state feature at 0.964 eV. The subsequent broadening in the higher energy features is then due to the effect of the wider distribution from the smaller set of dots.

A bimodal distribution has also been used to represent the transitions seen in the absorption from the standard sample. Due to the features being relatively undefined in the standard sample, the centre energies used in Table 3.2 have again been used. As was done previously the degeneracy of the states has been forced to be the same as observed in Figure 3.4. The fitted absorption and Gaussian parameters are in Figure 3.5 and Table 3.3 respectively.

![Figure 3.6: - Modal Absorption Spectrum and fitted Gaussians corresponding to a bimodal distribution of dots for the standard sample.](image)
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<table>
<thead>
<tr>
<th></th>
<th>Centre Energy / eV</th>
<th>Broadening / meV</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Large Subset of Dots</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Ground State</td>
<td>0.964</td>
<td>26</td>
</tr>
<tr>
<td>Excited State</td>
<td>1.033</td>
<td>28</td>
</tr>
<tr>
<td>2\textsuperscript{nd} Excited State</td>
<td>1.11</td>
<td>31</td>
</tr>
<tr>
<td><strong>Small Subset of Dots</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Ground State</td>
<td>1.025</td>
<td>35</td>
</tr>
<tr>
<td>Excited State</td>
<td>1.09</td>
<td>38</td>
</tr>
</tbody>
</table>

Table 3.3: - Fitting Parameters used for bimodal distribution fit of standard absorption.

Again an excellent fit is obtained to the data using a bi-modal distribution. The ratio of the ground to ground and the excited to excited states for the two subsets are 1:(6.8±0.5) and 1:(6.6±0.5) respectively. These numbers are again very similar, as expected and add to give further confidence in the method used here. The ratio is much higher this time than for the HGTSL suggesting that there is a much higher concentration of smaller dots in the standard sample, as suggested from the AFM measurements\textsuperscript{53}. All the degeneracies and dot ratios are summarised in Table 3.4 and Table 3.5 for the HGTSL and the standard sample respectively.
### Table 3.4: Dot ratios and degeneracies for the fits used for the HGTSL sample.

<table>
<thead>
<tr>
<th>HGTSL Sample</th>
<th>Ratios</th>
</tr>
</thead>
<tbody>
<tr>
<td>Large Dots</td>
<td></td>
</tr>
<tr>
<td>Ground : Excited</td>
<td>1 : 2 ± 0.2</td>
</tr>
<tr>
<td>Ground : 3rd State</td>
<td>1 : 3.4 ± 0.2</td>
</tr>
<tr>
<td>Small Dots</td>
<td></td>
</tr>
<tr>
<td>Ground : Excited</td>
<td>1 : 2 ± 0.1</td>
</tr>
<tr>
<td>Large : Small Dot Absorption (Ground State)</td>
<td>1 : 1.3 ± 0.4</td>
</tr>
<tr>
<td>Large : Small Dot Absorption (Excited State)</td>
<td>1 : 1.4 ± 0.4</td>
</tr>
</tbody>
</table>

### Table 3.5: Dot ratios and degeneracies for the fits used for the standard sample.

<table>
<thead>
<tr>
<th>Standard Sample</th>
<th>Ratios</th>
</tr>
</thead>
<tbody>
<tr>
<td>Large Dots</td>
<td></td>
</tr>
<tr>
<td>Ground : Excited</td>
<td>1 : 2 ± 0.2</td>
</tr>
<tr>
<td>Ground : 3rd State</td>
<td>1 : 3.4 ± 0.2</td>
</tr>
<tr>
<td>Small Dots</td>
<td></td>
</tr>
<tr>
<td>Ground : Excited</td>
<td>1 : 2 ± 0.1</td>
</tr>
<tr>
<td>Large : Small Dot Absorption (Ground State)</td>
<td>1 : 6.8 ± 0.5</td>
</tr>
<tr>
<td>Large : Small Dot Absorption (Excited State)</td>
<td>1 : 6.5 ± 0.5</td>
</tr>
</tbody>
</table>

By comparing the parameters used for the Gaussians as described in Table 3.2 and Table 3.3 several interesting conclusions can be drawn. Firstly the smaller subset of dots has the same centre energy and broadening in both samples, this implies that the smaller subset has the same distribution in both samples, and it is only the number of dots that are altered by the inclusion of HGTSLs. The broadening from the larger subset of dots is narrowed for the HGTSL sample with the ground state transition reducing by...
61%. By comparing the areas of the Gaussians in Figure 3.4 and Figure 3.5 it can also be seen the strength of the absorption from the larger subset of dots drastically increases with the inclusion of the HGTSLs.

These results go further to support the idea that by including HGTSLs the broadening can be reduced, leading to more uniform formation and improved performance. The mechanism most likely to have lead to this decrease in in-homogeneity is caused by the increased temperature of the spacer layer growth. The spacer layers are normally grown at the same temperature as the dot layers (510°C), so not to have any adverse effect on the dots. However this temperature is substantially below the ideal temperature for GaAs. When the HGTSLs are used the increased growth temperature, will allow the Ga atoms to have an increased mobility, this allows them to re-planarise the surface, before the next well is grown. This re-planarisation, will remove any imprint of defects or dislocations from the previous layer. As well as improving the growth surface roughness, this will have two direct benefits on the device performance. Firstly the smother surface will lead to an improved homogeneity of the dots leading to a reduced linewidth as seen in the larger subset of dots. The smoother surface should also lead to fewer pits and troughs on the GaAs; this will suppress the growth of smaller dots and allow the formation of larger dots. This is supported by Table 3.4 and Table 3.5 where the ratio between the smaller and larger dots is seen to change by a factor of 5. Also as the first 15 nm of the spacers are still grown at 510°C as was the 6 nm cap of InGa0.15As0.85, the dots should be sufficiently protected and not experience any adverse effects due to the temperature increase, supported by the fact the same centre energies can be used for the Gaussians in both samples.

One further insight this analysis yields on the samples is an increase in the dot density when HGTSLs are deployed. The ratio of the areas under the absorption curves
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gives the ratio between the strength of absorption in the two samples. When this is done it is found that the area of the absorption increases by a factor of 1.6 for the HGTSI sample for both the mono-modal and bi-modal models. This strongly suggests that the number of dots has increased, supporting the evidence from the AFM and TEM studies \(^{53,59}\); this is again believed to be due to the improved growth conditions.

### 3.3 Modal Gain Measurements

The segmented contact technique can also be used to determine the modal gain spectra for these samples, at various values of drive current density and temperature. Modal gain spectra taken in TE polarisation at 300 K are shown for the standard sample at various drive current densities in Figure 3.6.

![Net Modal Gain Spectra for the standard sample at 300 K.](image)

As expected, at long wavelengths the curves come together to give the previously measured value of \(\alpha_i\) of 15 ± 2 cm\(^{-1}\). The major point that is noticed about
these curves is that the gain is always negative, so even at the highest drive current densities the material will not lase. This result is consistent with the laser threshold measurements, where lasing could not be observed above 190 K. The gain spectra for the sample containing HGTSLs are shown in Figure 3.7 for increasing drive current densities at 300K under TE polarisation.

![Net modal gain spectra for the HGTSL sample at 300 K.](image)

For this sample, two clear gain peaks can be observed, one centred at around 1.3 μm and the other at about 1.22 μm with each exhibiting positive gain. The overall peak gain shifts from the peak at 1.3 to the one at 1.22 μm as the injection current is increased. This behaviour can be studied more closely by looking at the gain current behaviour of this curve. This is done by measuring the value of gain at a fixed point on each peak as a function of current.
Figure 3.9: Ground and Excited state modal Gain as a Function of Drive Current Density for the HGTSL sample at 300 K.

Where the open symbols are taken from the ground state (fixed at 1.3 μm) and the closed symbols are from the ‘higher’ state (fixed at 1.215 μm). Fixed wavelengths (energies) were used instead of the peak values as this ensured that the gain from the same dot states was always compared. The gain from both the ground and excited states can clearly be seen to be saturating. The ground state initially exhibits more gain, with the peak gain switching over to the ‘higher’ state at around 350 A/cm². The behaviour of the gain-current curves can also be observed as a function of temperature, to simplify this picture only the ground state curves are shown (although the higher state shows the same behaviour).
Figure 3.10: Ground state modal gain as a function of drive current density at various temperatures for the HGTS1 sample.

This shows the expected behaviour of the gain increasing with decreasing temperature, a result due to the reduced number of carriers being able to thermally escape to the wetting layer as the temperature is lowered. The higher state gain also increases as the temperature is decreased (Figure 3.10), and the same behaviour is seen between the ground and 'higher' state as was observed at 300 K at all temperatures.
3.4 Spontaneous Emission Data

The unamplified spontaneous emission has also been studied for the structure containing the HGTSLs. Unfortunately it is now not possible to study the effect of the HGTSLs, as the spontaneous emission cannot be determined in real units for the standard sample (see chapter 2). This is due to the fact that the modal gain in this device is negative, meaning that the $P_f$ function cannot be used to calibrate the spontaneous emission because the function does not saturate at any value of energy.

Before going on to study in detail the recombination processes, a PVS spectrum (see chapter 2) was taken of the sample to identify the position of all the relevant transitions.
The first transition can clearly be seen identified at around 0.963 eV, with three higher quantum dot transitions subsequently seen (at 1.029, 1.112 and 1.171 eV respectively) and these are compared with the quantum dot transitions obtained from modal absorption measurements in Table 3.6.

<table>
<thead>
<tr>
<th></th>
<th>Modal Absorption Measurements / eV</th>
<th>PVS Measurements / eV</th>
</tr>
</thead>
<tbody>
<tr>
<td>Ground State</td>
<td>0.964</td>
<td>0.963</td>
</tr>
<tr>
<td>Excited State</td>
<td>1.033</td>
<td>1.029</td>
</tr>
<tr>
<td>Third State</td>
<td>1.12</td>
<td>1.12</td>
</tr>
</tbody>
</table>

Table 3.6: Comparison of peaks obtained from modal absorption and photovoltage measurements.

The signal from the quantum dot region is dominantly TE polarised, with very little signal seen in the TM spectra, agreeing with the segmented contact experiments.
where the TM signal was \( \sim 2\% \) of the TE. The wetting layer transition is seen at 1.262 eV.

By studying the spontaneous emission we can determine the relative amounts of radiative and non-radiative recombination. From the relationship between these we can then deduce the most likely cause of the non-radiative recombination. Spontaneous emission spectra recorded at 300 K, in TE polarisation are shown in Figure 3.12.

![Spontaneous Emission Spectra at 300 K and TE Polarisation for a range of drive current densities between 22 and 489 Acm\(^2\).](image)

Figure 3.13: - Spontaneous Emission Spectra at 300 K and TE Polarisation for a range of drive current densities between 22 and 489 Acm\(^2\).

From this plot three transitions can be identified; the ground state transition of the large subset of dots is centred at 0.959 eV and two higher order transitions centred at 1.024 and 1.086 eV respectively. At the lowest injection level (22 Acm\(^2\)); the emission is predominantly (~ 80 \%) from the ground state transition, with the rest coming from the first excited state. By the highest injection level (489 Acm\(^2\)) the ground state has...
Effect of High Growth Temperature Spacer Layers

effectively saturated and the second peak is the dominant transition, with a large broad shoulder peak due to higher transitions.

From this data the radiative efficiency (chapter 2) has been determined for the device as a function of the drive current at various temperatures.

![Plot of Efficiency as a function of Drive Current](image)

**Figure 3.14**: Plot of Efficiency as a function of Drive Current. At 200 K (Circles), 250 K (Squares), 300 K (Upside Down Triangles), 350 K (Upright Triangles) and 375 K (Crosses).

These plots all show the same trend with the efficiency initially being constant with increasing current levels, then after approximately 250 $\text{A/cm}^2$ there is a gradual decrease in the efficiency. The current density at which the efficiency begins to decrease seems to be independent of temperature, over the range studied here. At 300 K a maximum efficiency of around 17% is observed, indicating that over 80% of the current is made up of non-radiative components. This result is consistent with a previous estimate of the proportion of non-radiative recombination in high quality QD lasers of approximately 90% at 300K, which was obtained with the assumption that the recombination was entirely radiative at low temperatures $^{27,69,70}$. The present results
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suggest that there is considerable room for further reduction of, an already low, threshold current density providing the origin of the non-radiative recombination can be identified and removed.

3.5 Radiative and Non – Radiative Current Densities

In Figure 3.13 there appears to be two different regimes at all temperatures, initially the efficiency is independent of the drive current, then there is a clear decrease in efficiency for further increases in current. Somewhat surprisingly the change over between these regimes occurs at approximately the same current density at all temperatures (~ 175 Acm⁻²), suggesting that the process responsible for this change is not temperature dependent. The decrease in efficiency also appears to be sudden and sharp, particularly at lower temperatures; the smoothing between the two regimes that occurs with increasing temperature is most likely due to the lower initial value of efficiency, causing the second process to have a less dramatic effect.

To try and determine the origins of these two processes, the amount of non – radiative current as a function of the radiative current at each temperature has been calculated (plotted in Figure 3.14).
Figure 3.15: Non-Radiative Vs Radiative Current Density. At 200 K (Circles), 250 K (Squares), 300 K (Upside Down Triangles), 350 K (Upright Triangles) and 375 K (Crosses)

Again there are two distinct regions at each temperature, as expected from Figure 3.14. The exact nature of the relationship between the radiative and non-radiative currents is important in determining the cause of the non-radiative current. The first process appears to have a linear dependence; this is as expected from Figure 3.13, as there the efficiency was static at low current levels. The second process is again much more pronounced than the first; however it still appears to have an approximately linear relationship.

In the past some groups have used a power law analysis to try gain additional insight into the recombination processes in quantum well structures. Such an approach uses the $A_n$, $B_n^2$ and $C_n^3$ relationships to describe the monomolecular, radiative and Auger process respectively. To analyse the relative contributions a log-log plot of the radiative and non-radiative currents is produced, the x-axis in such a plot is then proportional to the log of $n^2$ (as the radiative current is equal to $B_n^2$ in a quantum well). By fitting lines to the data the dominant recombination process can be identified.
via the so called $z$ parameter. A gradient of 0.5 would indicate defect recombination as the dominant path while gradients of 1 and 1.5 would indicate radiative and Auger recombination respectively. To study the accuracy of such an approach for quantum dot systems a log–log plot has been produced in Figure 3.16.

\begin{figure}
\centering
\includegraphics[width=\textwidth]{figure3.16.png}
\caption{Natural Logarithm Plot of the Non-Radiative Current Density as a Function of the Radiative Current Density. At 200 K (Circles), 250 K (Squares), 300 K (Upside Down Triangles), 350 K (Upright Triangles), 375 K (Crosses).
}
\end{figure}

The region where the data is fitted with a solid line, gives the region where the first non-radiative process is dominant, while the dotted lines at each temperature represent where the second non-radiative process becomes dominant. The first process has a power relation of approximately 1 at all temperatures; this is not surprising as very linear behaviour was observed in both Figure 3.13 and Figure 3.14. A linear relationship such as this would strongly suggest that radiative recombination was dominating; however this seems unlikely given the low values of efficiency (Figure 3.13).
The second process gives a dependence in the region of 1.5 at all temperatures. Previously a dependence of 1.5 would have suggested that the second process is due to Auger recombination. This conclusion cannot be drawn so simply here, as this result seems to be in direct opposition to the previous result (Figure 3.14) which suggested a linear relationship; this should have been clearly seen as a power dependence of 1 as for the first process. It is also worth noting that if a pure exponential was transformed onto a log–log plot a very similar pattern could also be seen, so the actual process could be the exponential loss of carriers to higher lying states.

This analysis has produced results that contradict the previous results, given the low efficiencies measured. It has also been shown previously that when considering quantum dot systems the simple $A_n$, $B_n^2$ and $C_n^3$ relationships cannot be used to describe the recombination processes. This is the case as the recombination is localised in quantum dots, so carriers have to be considered as electron–hole pairs. Therefore a more detailed analysis is required to determine the relative recombination processes in quantum dot systems.

Being able to determine which process is causing the loss of carriers is extremely important, as both Auger recombination and carrier leakage to higher dot states and or the wetting layer states have previously been reported as sources of non-radiative recombination in quantum dot systems. If the process turns out to be the exponential loss of carriers to higher lying states, where they then recombine non-radiatively, this could potentially be removed from future structures by improving the design and growth. However if the process is really due to Auger Recombination, little can be done to remove the problem, as this is an intrinsic process to the material.

An interesting point about the change over between the two processes is that it occurs for approximately the same value of drive current at all temperatures (≈ 250
Acm\(^2\)). Therefore looking at the individual spectra just before this change over at each temperature should give some insight into what is going on.

\begin{figure}
\centering
\begin{subfigure}{0.4\textwidth}
\includegraphics[width=\textwidth]{fig3a.png}
\caption{}
\end{subfigure}
\begin{subfigure}{0.4\textwidth}
\includegraphics[width=\textwidth]{fig3b.png}
\caption{}
\end{subfigure}
\begin{subfigure}{0.4\textwidth}
\includegraphics[width=\textwidth]{fig3c.png}
\caption{}
\end{subfigure}
\begin{subfigure}{0.4\textwidth}
\includegraphics[width=\textwidth]{fig3d.png}
\caption{}
\end{subfigure}
\caption{Spontaneous Emission Spectrum for: (a) 200 K, (b) 300 K, (c) 350 K and (d) 375 K.}
\end{figure}

At all four temperatures the spectra are very similar. The change between the two non-radiative processes, seems to occur when the first and second peaks are approximately equal. Also at these currents the third peak is beginning to become noticeable. As discussed in section 1.2 there is strong evidence for a bimodal distribution of dots, therefore it is necessary to de-convolve the spontaneous emission spectra to be able to determine which transitions from which dots are involved in these spectra. To achieve this various Gaussians corresponding to the transitions in each subset of dots have been combined and fitted to the spontaneous emission spectra, in a
similar way as was done for the absorption in section 1.2. This approach assumes that
the Lorentzian type line shape generated by homogenous broadening within the dots
has a negligible effect on the overall shape of the spontaneous emission. This seems a
reasonable assumption given previous measurements of the homogenous and
inhomogeneous line widths $^{33-35}$ (giving values of 60 meV for the inhomogeneous and 8
meV for homogenous broadening at 300K).

![Spontaneous emission spectrum](image)

**Figure 3.18:** Example spontaneous emission spectrum taken at 300 K, with Gaussian fits to
represent a bimodal dot distribution.

This shows that the ground state of each dot subset has large a contribution at
this current, the excited state from the larger set of dots is also reasonably populated,
while there is only a small contribution from the higher energy transitions. Similar fits
are obtained at the other temperatures, showing the majority of the radiative current
from the two ground states for the spectra shown in Figure 3.16. From these Gaussians
it is possible to determine the amount of radiative recombination from each state,
therefore the light from each transition can be plotted as a function of the drive current.
The presence of radiative recombination indicates electron-hole pairs within the same
dot; although this does not tell us about the non-radiative processes occurring, this method does give an indication as to the relative population of each state.

Figure 3.19: - Radiative current density as a function of drive current density for (a) the large dots, ground state (circles), excited state (squares) and second excited state (triangles) and (b) for the small dots ground state (circles) and excited state (squares).

For the large dots the radiative current from each state can be seen to slowly increase and then roll over. This is the behaviour that would be expected from the number of available states decreasing as the numbers of carriers are increased, resulting
in saturation of the radiative current. Similar behaviour can also be seen from the
ground state of the smaller dots; however the excited state exhibits different behaviour.
The radiative current for the excited state begins to increase slowly, as observed in the
large dots, however once around 200 A cm\(^{-2}\), there is a dramatic increase in the radiative
current.

In Figure 3.13 and Figure 3.14 two non-radiative processes were observed, one
dominating at currents of up to approximately 250 A cm\(^{-2}\) and then the other taking over
above this current. By looking at the radiative currents (Figure 3.18) in these regimes
some insight can be gained about these processes. At the lower currents the radiative
current is predominantly from the ground states of the two subsets of dots (60 % and 75
% for the large and small dots respectively). This is indicating that the majority of the
carriers are in the ground states of the dots. Therefore it seems reasonable to assume that
the first non-radiative process is associated with the ground states, most likely due to a
Shockley-Read-Hall type process.

Above a current of 200 A cm\(^{-2}\) a sharp increase is observed in the radiative
recombination from the excited state of the small dots. This is the only transition that
shows any noticeable change in behaviour as the current is increased. The steep increase
in the radiative current is very similar to the increase in the non-radiative current
observed in Figure 3.14. The increase in Figure 3.18 indicates that the number of
carriers in the excited state grows very rapidly above 200 A cm\(^{-2}\); this is most likely due
to the thermal activation of the carriers from the ground to the excited state as the carrier
density is increased. This results in a higher proportion of carriers in these states as the
injection is increased, although the ground state emission also continues to increase due
to the carriers being in a thermal distribution. Similar behaviour is also observed at all
the temperatures studied, where a sudden increase in the radiative current from the
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The excited state is observed above current densities of around 200 Acm\(^{-2}\). The large increase in the number of carriers present in the excited state of the smaller dots above this current, strongly suggests that the second non-radiative process occurs in this state.

Therefore it seems likely that both non-radiative processes are due to Shockley-Read-Hall recombination processes. The first process occurs in the ground state of one or both of the subset of dots, the second process is then caused by the thermal activation of carriers into the excited state of the smaller dots and their subsequent recombination there.

Although this analysis has shown Shockley-Read-Hall processes to be the most likely cause of the non-radiative recombination, these arguments have been based on the behaviour of the radiative recombination. The actual carrier concentrations may actually behave in a different way to the radiative recombination, meaning that the possibility of Auger recombination cannot be ruled out. The wetting layer could also be responsible for the non-radiative recombination; Figure 2.8 in chapter 2 showed approximately 1% of the radiative current was from the wetting layer. This is therefore showing that the wetting layer has a large number of carriers present; therefore it is also possible that the non-radiative recombination also occurs in the wetting layer.

3.6 Additional Samples

The work presented so far in this chapter has illustrated the composition of the spacer layer can have a pronounced effect on the optical properties of quantum dot structures. It has been shown that by growing the spacer layer in two temperature steps, greatly enhanced performance can be achieved. However it needs to be considered whether the optimum design has been achieved for the spacer layers. The modal gain is determined by the overlap of the optical mode and the active region. As such if the
layers can be stacked closer together there will be a greater overlap between the mode and the active layers and hence a higher gain. Previous studies have shown good performance from stacked quantum dot layers using thin spacer layers of only 20 or 30 nm thick spacer layers \textsuperscript{27,76,77}. Therefore it may be possible to further reduce the spacer layers studied in this work, however a reduction in the thickness may lead to an inadequate smoothing of the surface and result in an increased inhomogeneous broadening and a higher defect density as observed for the standard sample. A possible solution to this problem would be to increase the growth temperature of the high temperature GaAs step.

To look at possible improvements in the modal gain and efficiency by modifying GaAs spacer layers three further samples were grown and investigated. All three samples consisted of 5 DWELL layers of the same composition as previously. The first of these is essentially a repeat of the HGTS LS structure studied above, however now the high temperature step is grown at 585 °C and the active region is incorporated into an \textit{Al}_0.45\textit{Ga}_0.55\textit{As} waveguide structure. A sample with a reduced spacer layer was also grown, this sample had an initial 15 nm GaAs cap grown at 510 °C, before 20 nm was deposited at 585 °C, hence reducing the overall thickness to 35 nm. A third sample was also grown in which the overall spacer layer thickness was kept at 35 nm, but the high temperature 20 nm step was grown at 620 °C. This information is summarised in Table 3.7.
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<table>
<thead>
<tr>
<th>Sample</th>
<th>GaAs Spacer Layer Temperatures</th>
<th>Total GaAs Spacer Layer Thickness / nm</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Initial Cap</td>
<td>High Growth Temperature Step</td>
</tr>
<tr>
<td>Repeat HGTSL</td>
<td>15 nm (510°C)</td>
<td>35 nm (585°C)</td>
</tr>
<tr>
<td>Thin HGTSL</td>
<td>15 nm (510°C)</td>
<td>20 nm (585°C)</td>
</tr>
<tr>
<td>Hot HGTSL</td>
<td>15 nm (510°C)</td>
<td>20 nm (620°C)</td>
</tr>
</tbody>
</table>

Table 3.7: - Spacer layer growth parameters

The initial cap was kept constant to protect the previous dot layer from any thermal annealing effects, while the high growth temperature step was altered. TEM studies on the three wafers performed by Dr San Lin Liew at Sheffield University revealed the dot densities to be the same in each sample within the limit of the technique. Along with a defect density of below $10^6$ cm$^{-2}$ for each wafer again set by the resolution of the system.

Therefore none of the structures exhibit the gross problems encountered by the standard sample studied previously$^{52,53}$. The segmented contact method was again used to study the modal absorption, gain and un-amplified spontaneous emission from the three structures. The modal loss spectra for the three structures can be seen in Figure 3.19.
Figure 3.20: Modal loss spectra at 300 K for the repeat (circles), thin (squares) and hot (triangles) HGTSL samples.

All three samples have the same value for the internal loss of $2 \pm 2 \text{ cm}^{-1}$, indicating that no gross defects or dislocations occur in any of the samples which are in agreement with the TEM data. Two clear absorption peaks can be seen in each sample with approximately the same centre wavelength (energy), which indicates that the initial 15 nm cap is sufficient to inhibit any post growth annealing of the dots (resulting in a blue shift in the dot emission) even at the highest temperature of 620 °C. The repeat sample has a slightly reduced absorption height, when compared to the original HGTSL structure (Figure 3.1), with peak ground state absorptions of 29 cm$^{-1}$ and 22 cm$^{-1}$ respectively; (this is indicating) that there is a reduced dot density in this second growth set. The thin sample (square points) shows less well defined features than the repeat structure (circles), which suggests that the thinner high growth temperature region is not thick enough to allow sufficient smoothing of the GaAs surface. This will lead to an increased inhomogeneous broadening as was witnessed for the standard sample before. The sample with an increased temperature for the second stage of the GaAs cap
(triangles) shows much more defined absorption peaks, suggesting either an increased dot density or superior quality dots due to a smoother growth surface.

As mentioned previously TEM data on these samples indicated that the dot density is the same for each structure, which implies that the absorption should be the same for all three structures. However for the standard and first HGTSL sample studied in the main part of this chapter it was shown that the spacer layer can influence both the inhomogeneous broadening of the dots and alter the spread of the dots from a bimodal towards a more mono modal distribution. Both of these factors are likely to have been influenced in these samples where further refinements have been made to the spacer layer. A shift in the bi modal distribution between the samples could result in different absorption spectra being obtained for the samples. To study these effects Gaussian functions representing the ground and excited state(s) transitions from the two dot sizes have been fitted to the three absorption curves. The Gaussians have been fitted using the same degeneracies as before (a ratio of 1 : 2 : 3, for the ground to excited states), the centre energies and sigma values used for each structure are summarised in Table 3.8, while the ratio of large to small dots is summarised in Table 3.9.
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<table>
<thead>
<tr>
<th>Sample</th>
<th>Centre Energy / eV</th>
<th>Broadening / meV</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Repeat HGTSL</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Large Subset of Dots</td>
<td>Ground State</td>
<td>0.963</td>
</tr>
<tr>
<td></td>
<td>Excited State</td>
<td>1.048</td>
</tr>
<tr>
<td></td>
<td>2nd Excited State</td>
<td>1.12</td>
</tr>
<tr>
<td>Small Subset of Dots</td>
<td>Ground State</td>
<td>1.021</td>
</tr>
<tr>
<td></td>
<td>Excited State</td>
<td>1.115</td>
</tr>
<tr>
<td><strong>Thin HGTSL</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Large Subset of Dots</td>
<td>Ground State</td>
<td>0.967</td>
</tr>
<tr>
<td></td>
<td>Excited State</td>
<td>1.051</td>
</tr>
<tr>
<td></td>
<td>2nd Excited State</td>
<td>1.135</td>
</tr>
<tr>
<td>Small Subset of Dots</td>
<td>Ground State</td>
<td>1.029</td>
</tr>
<tr>
<td></td>
<td>Excited State</td>
<td>1.11</td>
</tr>
<tr>
<td><strong>Hot HGTSL</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Large Subset of Dots</td>
<td>Ground State</td>
<td>0.967</td>
</tr>
<tr>
<td></td>
<td>Excited State</td>
<td>1.051</td>
</tr>
<tr>
<td></td>
<td>2nd Excited State</td>
<td>1.135</td>
</tr>
<tr>
<td>Small Subset of Dots</td>
<td>Ground State</td>
<td>1.029</td>
</tr>
<tr>
<td></td>
<td>Excited State</td>
<td>1.11</td>
</tr>
</tbody>
</table>

Table 3.8: Gaussian fitting parameters used.
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<table>
<thead>
<tr>
<th></th>
<th>Ratio of Large to Small Dots</th>
</tr>
</thead>
<tbody>
<tr>
<td>Repeat HGTSL Sample</td>
<td>1 : 2.5 ± 0.5</td>
</tr>
<tr>
<td>Thin HGTSL Sample</td>
<td>1 : 3.0 ± 0.5</td>
</tr>
<tr>
<td>Hot HGTSL Sample</td>
<td>1 : 1.9 ± 0.5</td>
</tr>
</tbody>
</table>

Table 3.9: - Ratio of large to small dots.

The centre energies and broadenings used for the three samples are approximately the same, with slightly broader Gaussians required for the thin sample and slightly narrower ones for the hot structure. This is consistent with the conclusions drawn from the absorption curves (Figure 3.19) concerning the smoothing of the GaAs surface prior to the dot deposition. The values for the repeat structure also agree reasonably well with those used to fit the original HGTSL structure (Table 3.2). The information in Table 3.9 shows that the major difference between the structures is in the changing ratio of large to small dots, suggesting an alteration in the concentration of small and large dots. Decreasing the thickness of the spacer layer can be seen to lead to an increase in the number of smaller dots, a subsequent increase in the growth temperature of this layer, results in a decrease in the number of smaller dots leading to a more mono-modal distribution. The increase in the percentage of larger dots results an increased number of long wavelength states as observed in the absorption spectrum of Figure 3.19. The relative number of small to large dots for the repeat structure has almost doubled compared to the original HGTSL sample, suggesting an inferior growth in this sample set compared to the initial growth run.

The absorption data has shown that by decreasing the thickness of the high temperature step, the GaAs surface is inadequately smoothed, resulting in an increased inhomogeneity of the dots as well as a higher percentage of small dots forming when compared to the control structure. By then increasing the growth temperature of this
thinner layer to $620\,^\circ\text{C}$, sufficient smoothing of the surface occurs, due to the greater mobility of the Ga atoms. This results in less inhomogeneous broadening and a higher relative number of large dots compared to both the thin and the control sample.

The change in the broadening experienced by the dots along with the alteration in size distribution should result in drastically different performance for the three structures. The increase in the number of large dots for the hot HGTSL sample, will obviously result in a larger number of long wavelength energy states. This should allow higher ground state modal gains to be achieved for this structure. To investigate this; measurements were made of the modal gain for the three structures; the peak value of the modal gain is plotted as a function of the current density in Figure 3.20, where the solid lines provide a guide to the eye as to where the peak gain is from the ground state.

\begin{figure}[h]
\centering
\includegraphics[width=\textwidth]{gain_plot}
\caption{Peak modal gain as a function of current density for the repeat (circles), thin (squares) and hot (triangles) HGTSL samples at 300 K.}
\end{figure}

The repeat structure shows a similar performance to the original HGTSL sample (Figure 3.9 and Figure 3.10). Reducing the spacer layer thickness lowers the modal gain that can be achieved, it should also be noted that the peak gain is always from the excited state in this device. The maximum peak gain that can be achieved from this
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structure (over the current range studied) is approximately half the value from the repeat structure, however the excited state absorption for these two structures (Figure 3.19) is approximately the same, indicating an increase in the non-radiative currents in this structure. By then increasing the growth temperature of the spacer layer the gain greatly increases to a value higher than the control sample. More gain can be obtained from the ground state for this structure so it can be operated on the ground state up to higher currents. This is consistent with the absorption data, which showed a decreased broadening and a higher percentage of large dots, resulting in more states available to contribute to the gain at 1.3 μm. This results in a maximum modal gain from the ground state of approximately 14 cm⁻¹, which would be sufficient to allow ground state lasing in a 1 mm long cavity with as cleaved facets.

The radiative efficiency has also been determined for each of these structures at 300 K. This has been done for two reasons firstly to compare the efficiencies for each structure, and secondly to try and further understand the various non-radiative processes.

![Figure 3.22: Radiative efficiency as a function of current density for the repeat (circles), thin (squares) and hot (triangles) HGTSL samples at 300 K.](image)
The repeat structure shows a similar performance to the original HGTSL sample studied previously. This shows an initial flat region giving an efficiency of approximately 14%, before a decrease at higher currents. This decrease was previously shown to be most likely due to the escape of carriers to the excited state of the smaller dots and their subsequent non-radiative recombination there. Over the current range studied this second process leads to an approximately 50% reduction in the radiative efficiency. The thin sample (squares) shows a drastic reduction in radiative efficiency to a maximum of around 4%, is consistent with the absorption measurements (Figure 3.19) which showed an increased broadening and poorer quality growth in this sample. The absorption data also indicated a change in the bi-modal dot distribution for this sample, leading to an increase in the relative number of small dots. It has also been shown that the most likely cause of the second non-radiative process is the non-radiative recombination of carriers in the excited state of the smaller dots. The data here (Figure 3.21) is consistent with this idea, as a greater number of small dots will lead to a lower radiative efficiency as well as a sharper decrease in the efficiency (approximately a 110% decrease over the current range studied). When the growth temperature is then increased (triangles) the efficiency greatly increases. This sample is again consistent with the non-radiative process being due to the smaller dots, as in this sample there is a higher relative number of large dots. As such the constant efficiency region occurs up to higher current values, while the subsequent decrease in efficiency (~30%) is less severe due to the reduced number of smaller dots.

Measurements of the radiative efficiency have shown that by decreasing the spacer layer thickness and then increasing the growth temperature a higher radiative efficiency can be achieved. The efficiencies for the three samples along with the
absorption data has helped support the idea that the second non-radiative process observed is due to the non-radiative recombination of carriers in the smaller dots.

It should be noted that these last three samples were grown as part of a much later growth run than the initial two structures studied in this chapter. As such the samples studied in the following chapters are based upon the original HGTSL sample, consisting of 50 nm wide spacer layers, with an initial 15 nm cap grown at 510 °C, followed by a 35 nm step grown at a temperature of 580 °C.

**3.7 Conclusions**

It has been shown that by using High Growth Temperature Spacer Layers, the level of defects can be reduced, as well as an increase in the number of quantum dots formed. It has also been illustrated that the amount of inhomogeneous broadening is reduced and the dot distribution is altered towards a more mono modal distribution through the use of this technique. These improvements lead to a dramatic increase in the level of modal gain that the material exhibits, hence leading to improved laser performance. However even in high quality material such as this, over 80 % of the current is used up in non radiative processes at room temperature. It has been illustrated that this non radiative recombination is due to two processes, the first is attributed to Shockley-Reed-Hall type recombination associated with the ground state. The second process has been shown to be a leakage problem to higher lying states where the carriers subsequently recombine non-radiatively.

The work in this chapter has shown that the most likely leakage path is due to the activation of carriers from the ground to excited state in the smaller dot distribution. This should mean that the performance of quantum dot lasers can be greatly enhanced, as the first non radiative process should be able to be reduced with superior quality
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material. While the second process can theoretically be removed, by eliminating the smaller subset of dots; resulting in a mono modal distribution. Further refinements of the spacer layer growth has shown that a greater percentage of larger dots can be formed, leading to increased modal gain and radiative efficiencies.
4. Multi-Layer Samples

4.1 Introduction

As discussed previously (chapter 3) quantum dot structures experience low values of modal gain. As such quantum dot layers are often stacked\textsuperscript{52,59,78,79}, to increase the number of dots and hence the available gain. As also described in chapter 3 the use of multiple quantum dot layers can lead to an increased defect formation in the active layers\textsuperscript{52,80-83}. As described the use of High Growth Temperature Spacer Layers (HGTSLs)\textsuperscript{52,53} has led to the realisation of greatly improved growth of multi layer quantum dot samples, resulting in ultra-low threshold currents\textsuperscript{52,53}.

AFM and TEM studies suggested that there were no obvious changes in dot or defect density between the first and the fifth layers when HGTSLs were used\textsuperscript{53}. However as only 5 layer samples were studied in chapter 3, it is possible that there are still small differences between the layers when stacked that cannot be resolved by AFM or TEM techniques. It is also feasible that more layers could be stacked without any significant degradation in the overall performance allowing higher modal gains to be achieved.

To perform a systematic study on the effects of using multi stacked quantum dot layers a series of samples were investigated using the segmented contact method. These structures all consisted of DWELL layers formed by depositing 3.0 mono layers of InAs onto 2 nm of In\textsubscript{0.15}Ga\textsubscript{0.85}As and then being capped by a further 6 nm of In\textsubscript{0.15}Ga\textsubscript{0.85}As these were then separated by 50 nm HGTSLs\textsuperscript{52}. A total of four structures were investigated containing 3, 5 (a repeat of the structure studied in chapter 3), 7 and 10 DWELL layers.
4.2 Modal Absorption Data

The segmented contact method was used to obtain modal loss spectra for each structure (Figure 4.1). The reason for comparing these spectra is to see if the increased number of layers results in any increased scattering loss (signified by a change in $\alpha_0$) or any change in the dot density or distribution (signified by variations in the absorption peaks). Due to the different number of DWELL layers in each sample, the overlap between the optical field and the active region will be different for each sample, with the ten layer sample having the smallest overlap. This difference in overlap will influence the measurements of the absorption, gain and spontaneous emission. To take account of this the effective mode width, $\omega_{\text{mod}}$ has been determined for each structure over all wavelengths, the results are then normalised to that of the three layer sample.

![Modal loss spectra](image-url)

**Figure 4.1**: Modal loss spectra for the 3 layer (circles), 5 layer (squares), 7 layer (triangles) and 10 layer (crosses) devices.

The value of values of $\alpha_0$ obtained for the four structures are the same within the experimental uncertainty at $3 \pm 2 \text{ cm}^{-1}$. This indicates that there are no large defects or
dislocations forming in the higher layers as these would lead to an increased scattering loss. Two absorption peaks are seen for each of the devices centred at approximately 1276 and 1190 nm. As discussed previously (chapter 3) quantum dot structures grown via this technique seem to have a bi-modal dot distribution. The longer wavelength peak is attributed to the ground state transition in the larger subset of dots, while the second peak is due to the convolution of the first excited state in the larger dots and the ground state transition in the smaller dots. As the number of layers is increased the modal loss increases at a fixed wavelength, which is consistent with the increased number of states expected due to the additional layers. If the dot density and uniformity is the same in each layer grown, then the increasing loss should be proportional to the increase in the number of layers. To see if this is the case the value of $\alpha$, has been removed from each curve to obtain the modal absorption, this has then been plotted as the absorption per layer (Figure 4.2).

![Figure 4.2: Modal absorption divided by number of DWELL layers for the 3 layer (circles), 5 layer (squares) and 7 layer (triangles) and 10 layer (crosses) devices.](image)

The long wavelength absorption peak (due to the ground state of the larger dots) has approximately the same magnitude and shape for each of the structures. This is
showing that the layers can be stacked without any significant alterations to dot density or distribution. However the absorption at shorter wavelengths appears to contradict this first result. The three layer device exhibits the most absorption per layer at shorter wavelengths the magnitude of the absorption per layer then decreases with increasing layer number. This seems to be suggesting that a lower dot density is achieved for each additional layer added. The two absorption peaks observed in Figure 4.2 appear to be giving different results as to the effect on dot density due to stacking quantum dot layers.

The explanation for this behaviour would appear to be due to a change from a bi modal towards a more mono modal dot distribution as the number of layers is increased. As the longer wavelength absorption peak does not significantly change with the number of layers, it seems reasonable to assume that the density of large dots is approximately the same in each layer. Therefore the absorption from the excited state of the larger dots must also be the same for each structure. As such the decreasing absorption strength observed for an increased number of layers has to be caused by a reduction in the density of the smaller subset of dots.

To test this idea further Gaussian distributions have been fitted to the absorption from each curve, from this the ratio of large to small dots can be determined for each, as described in chapter 3. The best fit for the three layer structure (shown in Figure 4.3) was obtained using centre energies and Gaussian broadenings as described in Table 4.1.
Figure 4.3: Modal absorption spectra with Gaussian fits for the 3 layer sample.

<table>
<thead>
<tr>
<th></th>
<th>Centre Energy / eV</th>
<th>Gaussian Broadening / meV</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Large Subset of Dots</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Ground State</td>
<td>0.978</td>
<td>18</td>
</tr>
<tr>
<td>Excited State</td>
<td>1.045</td>
<td>20</td>
</tr>
<tr>
<td>2nd Excited State</td>
<td>1.118</td>
<td>24</td>
</tr>
<tr>
<td><strong>Small Subset of Dots</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Ground State</td>
<td>1.022</td>
<td>31</td>
</tr>
<tr>
<td>Excited State</td>
<td>1.09</td>
<td>34</td>
</tr>
</tbody>
</table>

Table 4.1: Fitting parameters used for Gaussians representing the 3 layer structure.

Figure 4.3 shows an excellent agreement between the experimental data and the Gaussian fits. For the large subset of dots the ratio of the areas of the ground to excited and second excited state are 1 : (2.2±0.3) and 1 : (3.9±0.4) respectively, while for the smaller subset of dots a ratio of 1 : (2.1±0.3) is obtained for the ground to excited state.
area. These values are close to those expected for a simple harmonic oscillator\textsuperscript{68,69} of 1:2:3 as described in chapter 3. The relative absorption strength between the large and small dots can be determined from the ratio of the areas between the ground (or excited) states from the two subsets. This gives ratios of $1:(3.2\pm0.4)$ and $1:(3.0\pm0.4)$ for the ground and excited states respectively, these values are in close agreement as expected (see chapter 3).

To investigate a possible change in the nature of the bi-modal distribution the 5, 7 and 10 layer structures have also been fitted with Gaussians representing transitions from two subsets of dots. As was done in chapter 3 the centre energy of each transition is kept the same as those used in Table 4.1 for each device. The broadenings and heights were then used as fitting parameters. The degeneracies for the ground to excited state(s) were forced to stay in the ratio 1:2:3 for both subsets of dots, as was done previously (see chapter 3). The ratio of the absorption between the large and small dots was allowed to change between samples; however the ratio had to be the same for both ground and excited state. The best fits obtained for each sample are shown in Figures 4.4 to 4.6.
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Figure 4.4: Modal absorption spectra with Gaussian fits for the 5 layer sample.

Figure 4.5: Modal absorption spectra with Gaussian fits for the 7 layer sample.

For the larger samples of dots the broadening values used for each Gaussian translation are the same for both samples and are given by the values in Table 4.1. This is implying that the variation of these data is not affected by the increasing number of layers. The broadening for the first sample is between the three and 10 layer samples. The broadening in this case is consistent with the broadening of the lower dots remaining the same in each case. However, the broadening increases linearly with the number of layers.

For the smaller subset of data also used for the Gaussian fits, it can be seen that the increasing in the number of layers does not have an effect on the size of composition distribution of the dots. However, for scaling heights used for these fits only increases slightly with the increasing layer number changing from a value of 3 for the ground state of the three layer device to a value of 4.5 for the ground state of the ten layer device. As the depth of the Gaussian remains constant as the number of layers increases this is...
For the large subset of dots the broadening values used for each Gaussian transition are the same for each sample and are given by the values in Table 4.1. This is implying that the distribution of these dots is not altered by increasing the number of layers. The scaling heights used for these fits scaled approximately with the number of layers increasing from 1 to 3.5 for the ground state height between the three and 10 layer samples. This result is consistent with the density of the larger dots remaining the same in each layer and hence the overall number of dots increases linearly with the number of layers.

For the smaller subset of dots the broadenings used for the Gaussians also remain constant and are given by the values in Table 4.1. This again suggests that an increase in the number of layers does not have an effect on the size or composition distribution of the dots. However the scaling heights used for these fits only increases slightly with an increasing layer number changing from a value of 3 for the ground state of the three layer sample to a value of 4.5 for the ground state of the ten layer device. As the width of the Gaussians remains constant as the number of layers increases this is
suggesting that the average number of small dots per layer is decreasing. This idea is supported by the changing ratio of the absorption strength for the large to small dots which is presented in Table 4.2.

<table>
<thead>
<tr>
<th>Layer Sample</th>
<th>Ratio of Large to Small dot Absorption</th>
</tr>
</thead>
<tbody>
<tr>
<td>3 Layer Sample</td>
<td>1:3.1 ± 0.5</td>
</tr>
<tr>
<td>5 Layer Sample</td>
<td>1:2.5 ± 0.6</td>
</tr>
<tr>
<td>7 Layer Sample</td>
<td>1:1.9 ± 0.5</td>
</tr>
<tr>
<td>10 Layer Sample</td>
<td>1:1.2 ± 0.5</td>
</tr>
</tbody>
</table>

Table 4.2: - Ratio of the number of large to small dots.

From this data it is clear that the number of large dots increases relative to the number of smaller dots. As the number of layers is increased from three to ten layers; the dot distribution changes, with the number of small dots decreasing, resulting in a larger percentage of larger dots in the ensemble. As the number of large dots is approximately the same in each layer yet this ratio is decreasing it would appear that fewer small dots are formed in the higher layers. The same amount of material is deposited in each layer (3.0 mono layers) to form the wetting layer and dots, however fewer dots are formed in the higher layers. There are two possible processes that could account for this additional material; it may be that thicker wetting layers are formed in the higher layers using this material. However it would be expected that smaller dots form first, some of which would then go on to form larger dots. Therefore it would seem reasonable to expect a lower density of larger dots to form, which is in contrast to the data presented in Figures 4.4 to 4.6. Another possible explanation to account for this
excess material is an increased number of non coherent islands forming defect sites instead of quantum dots. Again it is difficult to understand why this would prevent the formation of smaller dots while leaving the larger dots unchanged.

Although the origin of this change in dot distribution is unclear, it may have potential benefits on the performance at 1.3 μm. This is the case as a higher percentage of the total states are at 1.3 μm as the number of layers is increased. To look at this effect the modal gain, along with the radiative and non-radiative currents have been determined.

### 4.3 Modal Gain

The TE polarised modal gain was measured for each sample at 300 K using the segmented contact method, example spectra are shown in Figure 4.7 for the 10 layer sample.

**Figure 4.7**: Example modal gain spectra recorded at various drive current densities for the 10 layer sample.
As expected from previous samples and the absorption spectra in Figure 4.1 two gain peaks can clearly be resolved. At low injection the gain is predominantly from the long wavelength peak and as the current is increased the peak gain switches to the shorter wavelength. From the gain curves it is possible to determine the peak modal gain as a function of the transparency point as described previously (chapter 2) for each device. Obviously each sample will exhibit different levels of gain due to the different number of layers, therefore to make comparison easier the data has been plotted as the peak modal gain per layer.

Figure 4.8: The peak modal gain per layer as a function of the transparency point for the 3 layer (circles), 5 layer (squares), 7 layer triangles and 10 layer (crosses) devices.

The solid lines provide a guide to the eye as to when the peak gain is from the ground state. All four structures exhibit very similar behaviour over the injection range studied. As this is plotted as the gain per layer, the total gain available increases as the number of layers is increased. While operating on the ground state all four devices exhibit the same amount of gain per layer within the experimental uncertainty. The point at which the peak gain switches from the ground to excited state increases to
higher energies as the number of layers is increased. This increase goes from a value of 1.030 ± 0.005 eV for the three layer sample, to 1.065 ± 0.005 eV for the ten layer sample. Once operating on the excited state the three layer structure exhibits the most gain per layer, with a decreasing gain as the number of layers is subsequently increased. These two results are consistent with the conclusions drawn from the absorption data described previously suggesting there are a smaller percentage of high energy (short wavelength) states as the number of layers is increased. The higher layer samples can operate on the ground state up to higher injections as there are fewer higher energy states to contribute to the gain. Once the higher energy gain has become dominant it will be unable to reach such high gain values in the higher layer samples due to the reduced number of available states.

The data presented so far in this chapter has shown that the stacking of quantum dot layers is possible. The absorption data has illustrated that the density per layer of the larger dots is unaffected by the addition of extra layers, while the density of the smaller dots decreases in the higher layers. This results in devices operating on the ground state up to higher injection levels as the number of layers is increased (Figure 4.8). Combined with the higher total gain available for the structures with the largest number of layers, improved laser performance should be observed for these structures. To see if the predicted improvements occur, the gain-current characteristics can be determined and plotted for each structure. To enable direct comparison with laser performance the gain-current has been plotted as the total gain against the total current.
The solid lines provide a guide to the eye to indicate when the peak gain is from the ground state transition, the gain available increases from the 3 to the 5 layer device; this is the expected result due to the increased number of quantum dots. However there is no subsequent increase as the number of layers increases to 7 and then 10 layers. The gain transparency relationships (Figure 4.8) indicated that higher gains could be achieved by increasing the number of stacked layers. The reason for these differences must be due to a change in the average current per layers as the number of layers is increased.

4.4 Radiative and non-radiative currents

The current is composed of radiative and non-radiative contributions; therefore both of these constituent parts need to be studied to account for the difference between Figure 4.8 and Figure 4.9. To achieve this, the segmented contact method was used to
obtain the spontaneous emission spectra (example shown in Figure 4.10) from which the radiative and hence non-radiative currents could be determined as described in chapter 2.

Figure 4.10: Example spontaneous emission spectra for the 5 layer device.

The total radiative current from each device is plotted as a function of the transparency point in Figure 4.11.

Figure 4.11: Radiative current density as a function of transparency point for the 3 layer (circles), 5 layer (squares), 7 layer (triangles) and 10 layer (crosses) devices.
The radiative current achieved at a fixed injection level increases as the number of layers increases. This is again the expected behaviour due to the increased number of states in the samples with the higher number of levels and agrees with the gain behaviour observed previously (Figure 4.8). However the absorption information presented earlier in section 1.2, indicated the total number of states available does not increase linearly with the number of layers, due to fewer small dots forming in the higher layers. The radiative current demonstrated in Figure 4.11 contains the emission from all the transitions; as such it should not be proportional to the increase in layer number. However it is possible that the occupation probabilities that govern the radiative emission may be different in the higher layers, hence modifying the radiative emission. To investigate these effects the radiative current per layer is plotted in Figure 4.12.

Figure 4.12: - Radiative current density per layer for the 3 layer (circles), 5 layer (squares), 7 layer (triangles) and 10 layer (crosses).
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At low injection levels the radiative current per layer is approximately the same in each structure, this seems reasonable as at these injection values the light is predominantly from the ground state transition (~ 80% for the lowest injection shown in Figure 4.10). As was illustrated in the absorption data (section 1.2) the density of the larger dots is approximately the same in each layer, the light per layer from these states should be the same in each structure. At higher injection levels there is a much greater contribution from the higher states towards the spontaneous emission (Figure 4.10) and as described in section 1.2 there are a decreased number of states in the higher layers at these energies. It would be expected to observe reduced recombination per layer at these levels of injection and this is the trend observed in Figure 4.12.

The non-radiative current has then been determined by subtracting the radiative current from the total current as described in chapter 3 and is shown in Figure 4.13 for each structure as the non-radiative current per layer.

![Figure 4.13](image)

Figure 4.13: Non-radiative current per layer as a function of the transparency point for the 3 layer (circles), 5 layer (squares), 7 layer (triangles) and 10 layer (crosses) samples.

The non-radiative current per layer increases as the number of layers is increased. The reason for this increase could be due to either an increase in defect
related recombination or elevated levels of Auger recombination. As discussed previously (chapter 3) Auger\textsuperscript{27,70} recombination has been suggested to be the major source of non-radiative recombination in quantum dot structures, however the information in Figure 4.13 offers an alternative explanation. In this work the non-radiative current has been determined as a function of the transparency point. The transparency point is a measure of the injection level in the device (in other words the carrier density in the intrinsic region) therefore at a fixed transparency point for each structure the carrier density per dot is the same. Figure 4.13 shows that for a fixed transparency point a higher non-radiative current is obtained as the number of layers is increased, so the non-radiative rate increases as the number of dots are increased.

It is also possible that the cause of the additional non-radiative current is due to defect related processes. As the number of layers is increased it is conceivable that carriers are no longer injected equally over the whole structure, leading to a rise in Shockley-Read-Hall style recombination (see chapter 2). Such behaviour has been observed previously in multi layered quantum well structures\textsuperscript{84} and has been attributed to the poor transport of carriers across the structure, resulting in each well being described by its own quasi-Fermi level separation rather than a global separation\textsuperscript{85,86}. Such a non uniformity will then have a detrimental effect on the performance of the device\textsuperscript{85,86}. It is plausible that such an effect could also occur in multi layer quantum dot devices, resulting in a gradual degradation of performance as the number of layers is increased and hence invalidating the conclusions drawn above.

To investigate the possibility of non-uniform carrier distributions in these samples the $P_T$ function (equations 1.43 and 1.44) has been evaluated for each structure. If the entire structure can be described by a global quasi-Fermi level separation then the $P_T$ function can be described by Fermi-Dirac statistics (as given in equation 1.44 and
illustrated in Figure 20, chapter 2). $P_f$ functions recorded at various drive currents are shown in Figure 4.14, for the three layer sample, the solid lines are theoretical expressions obtained with Fermi-Dirac statistics using the relevant quasi-Fermi level separation (transparency point) obtained from the gain curves.

Figure 4.14: $P_f$ functions at drive current densities of 88, 352 and 704 A cm$^{-2}$ for the three layer sample at 300 K.

These results show a good agreement between the experimentally obtained data and the expected thermal distributions over a range of injection currents. This illustrates that up to three quantum dot layers can be stacked with the carriers still being injected uniformly. However it is possible that as the number of layers is increased further the carriers become less able to travel through the structure, resulting in a non-uniform distribution. To evaluate this, the $P_f$ functions for the 10 layer structure along with the corresponding thermal fits are shown in Figure 4.15.
Again the $P_f$ functions behave as if described by Fermi-Dirac statistics, implying that even for 10 stacked quantum dot layers the carriers are still distributed uniformly across the structure. Therefore from studying the $P_f$ functions it has been shown that the carriers are distributed uniformly in the structures studied.

The additional non-radiative process could still however be linked to the number of defects present in each sample. If the density of defects was increased in each layer as the number layers was increased, the number of carriers per dot would decrease due to an elevated percentage of carriers recombining in the defects. At the same time the total amount of non-radiative recombination would also increase due to the elevated levels of defect (i.e. Shockley-Read-Hall) recombination. This scenario is consistent with the data recorded and presented in Figure 4.13, therefore suggesting that the dominant non-radiative channel in these structures could be defect related recombination.
To look at this in more detail and see if a possible decrease dot density is related to the increase in the non-radiative current the percentage changes in the density and non-radiative current have been investigated. This has been investigated by relating the decrease in the dot density per layer to the increase in non-radiative current density per layer as the number of layers is increased. The decrease in dot density has been determined from the information in Table 4.2 concerning the proportion of small dots. The number of small dots in the three layer sample was set to the value of small dots determined in a previous AFM study, the ratios for the five, seven and ten layer samples were then scaled accordingly to this value. The decrease in the density per layer relative to the three layer sample was then determined, giving three data points corresponding to the five, seven and ten layer samples. The relative increase in the non-radiative current density per layer was then determined from the information in Figure 4.13. This was again calculated relative to the three layer sample (i.e. the value of non-radiative current for the three layer sample was subtracted from the five, seven and ten layer sample respectively). This analysis was performed at three values of transparency point of 1.00, 1.03 and 1.05 eV, while the uncertainties were determined using standard error analysis techniques and the values given in Table 4.2 and Figure 4.13.
All three injection levels show a linear relationship between the decreasing number of small dots per layer and the increasing amount of non-radiative current per layer. As the injection level is increased, the amount of non-radiative current increases, as expected from Figure 4.13. This data supports the idea postulated above that as the number of layers is increased, more defects are formed leaving less material for the formation of dots. To gain additional insight into whether this process is physically reasonable an estimate of the non-radiative lifetime associated with these defects can be calculated.

If it is assumed that the decrease in dot density corresponds exactly to the increase in the defect density (so for each additional defect there is one less dot), then the x-axis on Figure 4.16 can be thought of as the defect density. The y-axis then gives the non-radiative current associated with that number of defects. The non-radiative recombination associated with this process is then given by,
\[ J_{\text{Non-Rad}} = \frac{eN}{\tau_{\text{Nr}}} \]  

Equation 4.1

where \( N \) is the defect density and \( \tau_{\text{Nr}} \) is the lifetime associated with the defects. The lifetime can therefore be determined from the gradient of the lines in Figure 4.16. This gives values of the non-radiative lifetime of 20, 19 and 15 ns at injection levels of 1, 1.03 and 1.05 eV respectively. Previous calculations of the non-radiative lifetime have ranged from a few to a few hundred picoseconds \(^{74,87,88}\). The values obtained in this work agree reasonably well within this range, although it should be remembered that these values are only approximations, based upon the number of dots being calibrated to previous AFM data on a different sample \(^{53}\) and assuming that each defect formed results in one less dot.

The exact origin of the additional defects as the number of layers is increased is unclear, although a variety of defects and dislocations have been described previously in multi layered samples \(^{80-82}\). The formation of additional defects would also explain the reduced dot density observed in the higher layers (see section 1.2); however it still remains unclear as to why the defects appear to only inhibit the formation of smaller dots. It may be the case that the additional defects are formed from the larger dots, at the same time that this occurs the number of small dots going to form larger dots may also increase as the number of layers is increased at approximately the same rate. As such an equilibrium situation would be created where the number of large dots remains constant in each layer, while the number of small dots decreases.
4.5 Conclusions

The work described in this chapter has been concerned with evaluating the effects of stacking quantum dot layers. From modal absorption and gain measurements it has been shown that as additional layers are added to the structure the overall dot density distribution alters, resulting in a higher fraction of large dots. This occurs due to the density of the larger subset of dots remaining constant across the layers, while the density of the smaller dots decreases in the higher layers. This seems to occur due to an increased number of defects being formed in the higher layers, reducing the amount of material available to form dots.

The possibility that the structures do not have a uniform carrier distribution has been investigated. Through studying the behaviour of the $P_f$ functions it has been possible to show that the carriers are evenly distributed across all the structures and that up to 10 layers can be stacked without any detrimental effects due to the carrier distributions.

By being able to determine the non-radiative current as a function of the carrier density it has been shown that the most likely cause of the additional non-radiative process is due to an increased number of defect states. This has been supported with good agreement between the decrease in dot density and corresponding increase in non-radiative current, along with the determination of a physically reasonable non-radiative lifetime. However the possibility of Auger style processes cannot be entirely discounted from having an effect.
5. The effect of modulation doping on the performance of InAs Quantum dots

5.1 Introduction

The work in the previous two chapters has investigated the possibility of increasing the available modal gain in quantum dot lasers by increasing the number of states (i.e. the number of dots). This has been attempted by careful engineering of the GaAs spacer layer and through stacking quantum dot layers. However these structures still suffer from lower than expected values of modal gain, due to the incomplete occupation of these states. This incomplete state filling shall now be discussed along with a possible solution.

It was initially predicted that quantum dot lasers would exhibit near ideal laser performance due to the use of only a single hole and electron being required to reach transparency. However as the valence mass in III – V material systems is much larger than the corresponding conduction mass, the allowed hole energy levels are much closer spaced than the electron levels. A further complication of this difference in masses is the much larger density of states for the holes in the wetting layer compared to the holes. These factors result in an asymmetric movement in the quasi-Fermi levels into the conduction or valence bands. This situation has been modelled using Simwin version 1.5 and an example is illustrated in Figure 5.1 for a typical quantum dot system under flat band conditions, with charge neutrality (i.e. \( n = p = 2 \times 10^{17} \text{ cm}^{-3} \)). Flat band conditions were achieved by applying a forward bias of 1.43 V across the structure. Simwin is a commercially available software package that simulates semiconductor device performance by solving semiconductor equations in one
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dimension (therefore variables vary parallel to the flow of the current and are uniform perpendicular to it).
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Figure 5.1: Conduction and Valence band diagram for a typical InAs quantum dot system, also illustrated are the positions of the quasi-Fermi levels for the electrons and holes.

Quantum Dots

Figure 5.2: Conduction and Valence band diagram across the active region.

Here it can clearly be seen that the electron quasi-Fermi level is situated well within the electron dot states, resulting in a high occupation of electrons. However the hole quasi-Fermi level is still placed above all the valence band states. The occupation of these states is then determined by the product of the density of states and the Fermi function. Therefore due to the large number of wetting layer states and the given Fermi
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function there is only a small probability of the dot valence states being occupied with holes. This will then have limiting effects on the level of gain that can be achieved.

Although similar asymmetric behaviour in the quasi-Fermi levels has been described in quantum well systems, it was shown that the use of either compressive or tensile strain forces the quasi-Fermi levels to move more symmetrically, leading to lower threshold lasers. However due to the self assembly process in quantum dots it is not feasible to engineer the amount strain required to overcome this problem.

Another idea postulated to reduce this asymmetry in quantum well devices was through the use of \( p \)-type modulation doping, this would lead to both electron and hole states being fully populated resulting in maximum gain. The idea of modulation doping involves placing a concentration of either acceptor or donor ions (for \( p \) or \( n \) type doping respectively) in the barrier region close to the active layer. At an appropriate thermal energy these will then be ionised allowing an electron to either be donated or removed (for \( n \) or \( p \) type doping) from the active layer. To achieve a modest population of additional carriers a large number of ions (many more than the number of states available) are required. Due to the large number of states in quantum well systems very high levels of doping are required to achieve the desired effects making this approach unfeasible. However the potential of modulation doping in quantum dot systems is much more realistic as lower levels of doping are required due the lower number of available states within the dots.

The idea of incorporating \( p \) type modulation doping in quantum dot systems has attracted a lot of interest over the past few years. This has been generated by reports from several groups of improved device performance (temperature insensitive threshold current and increased modulation bandwidths). Detailed modelling of \( p \) doped quantum dot structures has predicted reduced threshold current and improved
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modulation response due to an increased peak modal gain and differential gain. These results have also been shown to be consistent with experimental data including laser wavelength measurements as a function of cavity length\textsuperscript{100}. High modal gain has also been reported from p doped quantum dots that incorporate tunnelling injection structures and emit at 1.1 \mu m\textsuperscript{101}.

However there have also been reports of increasing non radiative recombination in p doped quantum dot structures\textsuperscript{102-104}, measured by increasing threshold current densities when compared to intrinsic structures. This has resulted in claims that the benefits of p doping are limited, at best.

In this work the effect of modulation doping on quantum dot structures emitting at 1.3 \mu m is evaluated using a set of intrinsic, p and n type modulation doped structures. The segmented contact method (described in chapter 2) has been used to fully characterise the modal absorption, modal gain and the relative fractions of radiative and non-radiative recombination in all the structures.

Initially five structures were studied in this part of the work, the first of these was an undoped control structure; this was simply a repeat of the growth of the HGTSL sample studied in chapter 3\textsuperscript{52}. Along with this two p-type modulation doped structures were grown, one that had 15 acceptors ions per dot and one with 50 acceptors per dot. Similarly two n - type doped devices were also grown with 15 and 50 donors per dot. All the doped devices had the same nominal design as the control sample except for the presence of the dopants, which were placed in a 6 nm region of GaAs positioned 9 nm before the start of each DWELL. The dopants consisted of Be atoms for the p – type doping and of Si for the n – type. The number of dots present was previously determined by AFM measurements on un capped samples of the HGTSL device\textsuperscript{53} (4 X 10\textsuperscript{10} cm\textsuperscript{-2}) and it was this density that was used to determine the density of dopants
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required. To try and inhibit the dopants from diffusing through the barrier and into the
active region, the temperature was lowered for the dopant-containing region of GaAs, as
outlined in Table 5.1. This means that for the four doped structures the first 15 nm of
GaAs were grown at 510 °C, before being increased to 580 °C (as in the control
sample), the temperature was cooled to 510 °C for the final 15 nm to allow the dopants
to be incorporated.

<table>
<thead>
<tr>
<th></th>
<th>Growth temperature of</th>
<th>Growth temperature of</th>
<th>Growth temperature of</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>1st 15 nm of</td>
<td>next 20 nm of</td>
<td>final 15 nm of</td>
</tr>
<tr>
<td></td>
<td>GaAs / °C</td>
<td>GaAs / °C</td>
<td>GaAs / °C</td>
</tr>
<tr>
<td>Undoped</td>
<td>510</td>
<td>580</td>
<td>580</td>
</tr>
<tr>
<td>p X 15 dopants</td>
<td>510</td>
<td>580</td>
<td>510</td>
</tr>
<tr>
<td>p X 50 dopants</td>
<td>510</td>
<td>580</td>
<td>510</td>
</tr>
<tr>
<td>n X 15 dopants</td>
<td>510</td>
<td>580</td>
<td>510</td>
</tr>
<tr>
<td>n X 50 dopants</td>
<td>510</td>
<td>580</td>
<td>510</td>
</tr>
</tbody>
</table>

Table 5.1: - Details of the GaAs spacer layer growth temperatures for the 5 structures.

5.2 Modal Absorption Data

The segmented contact method was used to obtain modal absorption plots for all
five devices. They are shown in Figure 5.3 in two plots, one with the n – type doped
devices plotted along the nominally undoped device and a second plot showing the p –
type devices with the undoped structure.
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![Modal Absorption plots for undoped, n-type and p-type modulation doped devices.](image)

(a)

(b)

Figure 5.3: Modal Absorption plots for undoped, n-type and p-type modulation doped devices. (a) Undoped device (Circles), n-type X 15 (Squares), n-type X 50 (Triangles). (b) Undoped (circles), p-type X 15 (Squares) and p-type X 50 (Triangles).

All five samples have the same value of internal loss, within the accuracy of the experiment yielding a result of $2 \pm 2 \text{ cm}^{-1}$. This agrees with a previous study, where the waveguide loss was inferred from laser results taken as a function of cavity length.\(^{105}\)
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In that study only a small increase was observed in the waveguide loss and this occurred at much higher values of doping than are used here.

By studying the n-type case first (a), several interesting conclusions can be drawn. The nominally undoped structure, shows two clear transitions, attributed to the ground and excited states as expected from the previous chapter. However there is only one transition associated with the two doped samples, this has a very broad absorption edge, similar to that seen previously in quantum well devices. This seems to be suggesting that the subsequent growth of the quantum dot layers is affected by the presence of these dopants. The case with p-type doping (b) appears to be very different, here both the doped devices have two transitions corresponding to the ground and excited state transitions. Furthermore the transitions occur at approximately the same energies as that for the undoped structure. Despite this the doped structures show reduced absorption strength from the excited state. Such a decrease in absorption would be expected from a change in the dot density; however such an occurrence would also lead to a reduction in the ground state absorption, suggesting a more complex explanation for the results in Figure 5.3. This seems to be implying that despite reducing the temperature of the GaAs while incorporating the dopants they have still diffused into the active layers and altered the subsequent growth of the dots. A second possible reason for such effects originates from the excess holes (electrons) blocking the true absorption. If some of the dots are occupied by excess holes (or electrons) they will not undergo absorption and lead to a reduced value being measured due to Pauli state blocking. Evidence for this claim, is found by repeating the absorption measurement, with a reverse bias being applied across the passive segment. This voltage helps extract the excess carriers allowing an increased absorption to be
The effect of modulation doping on the performance of InAs Quantum dots measured; Figure 5.4 shows how the absorption alters for the 50 p dopant sample as a function of the reverse bias.

![Modal Absorption vs Photon Energy](image)

**Figure 5.4:** Modal Absorption as a function of photon energy for P X 50 Dopants. For reverse biases of 0 V (circles), 1 V (triangles), 2 V (squares) and 3 V (crosses).

As the bias is changed from 0 to 2 V, a clear increase in the magnitude of the absorption can be seen. This is due to the fact that the holes occupying the highest energy states will be extracted first. A final increase to a reverse bias of 3 V shows no further change, indicating that the maximum (true) absorption is obtained with a 2 V bias. Other studies on quantum dot structures have shown evidence of a Quantum Confined Stark Effect, by measuring the absorption as a function of bias$^{106,107}$. Such an effect is caused by a misalignment of the electron and hole wavefunctions due to the inbuilt field within the p-i-n junction. A reverse bias then sets up a field to counteract this effect enabling the wavefunctions to be aligned. As well as leading to increased absorption strength the transition peaks are also shifted by this effect. As in these measurements no change in the ground or excited state peak positions is observed, any Quantum Confined Stark Effect is evidently small in these samples. This screening of the excess absorption, obviously also affects the lower p doped sample (15 acceptors
The effect of modulation doping on the performance of InAs Quantum dots per dot, as before a reverse bias extracts the excess holes allowing the true absorption to be measured. The maximum absorption is again reached for a reverse bias of 2 V, suggesting that the strength of the bias required to extract the carriers may not be proportional to the number of states occupied. Interestingly the application of a reverse bias to the measurement of the absorption from the undoped structure also leads to an increase in the modal absorption. This is only a small increase (~5%) compared to increases of 20% and 33% for the doped structures and is most likely due to there being an inherent background level of dopants present in all the devices grown, leading to the absorption always being blocked for some states. The value of the absorption was found to maximise with a reverse voltage of 1 V (not shown), being applied. The true modal absorption for the undoped and two doped samples are shown Figure 5.5.

Figure 5.5: Modal absorption as a function of photon energy, with a reverse bias of 2 V applied for the undoped (Circles), P X 15 (Squares) and P X 50 (Triangles) doped devices.

As well as the ground and excited state transitions occurring at the same energies the samples now exhibit a similar level of broadening and strength for the transitions. This result means that the electronic states of the quantum dots have not been affected by the introduction of the dopants. The values of the waveguide loss from
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all three samples have not been affected by the application of the bias, and still give the same value within the experimental uncertainty.

Having observed this effect of changing the absorption by applying a reverse bias, it is prudent to reconsider our earlier conclusions on n type doping, drawn from Figure 5.3. Here we concluded that the presence of the dopants resulted in different dot growth leading to the broad and shifted absorption curve shown. However it could be the case that the excess electrons are also causing the true absorption to be blocked in the same way. To evaluate this possibility a reverse bias was also applied across the n-doped devices.

![Figure 5.6](image)

**Figure 5.6:** Modal absorption as a function of photon energy for the n X 50 dopants device with a reverse bias of 0 V (Circles), 2 V (Squares) and 5 V (Triangles).

Here there is very little effect with the application of the reverse bias (only a slight increase at high energies for the largest bias used, confirming the earlier conclusion that the presence of n type dopants results in different dot formation. The same result (no shift in absorption with increasing reverse bias) was observed for the lower doped (15 n-dopants per dot) device. These results have shown that the introduction of n type modulation doping leads to a change in the formation of the
The effect of modulation doping on the performance of InAs Quantum dots quantum dots. This results in a higher energy (hence shorter wavelength) absorption peak as well as a broader transition energy. However the incorporation of p type modulation has no effect on the growth of the quantum dots. As n type results in the formation of different dots any comparisons on performance (gain, efficiency, etc.) with the undoped or p doped structures would be invalid. As such the remainder of this chapter will only be concerned with the p type and the undoped structures.

The increase in the absorption strength for the p-doped structures should allow the percentage of states occupied by excess holes to be determined. As the increase in the absorption is attributed to the removal of excess carriers, enabling more states to undergo absorption, the percentage increase in absorption corresponds to the extra states that exhibit absorption. To try and determine this fraction as accurately as possible Gaussian expressions have been fitted to each of the states in the absorption (as was done in the previous chapter) at both zero bias and once the absorption has saturated (2 V for the doped samples, and 1 V for the undoped). The area under the combined Gaussians is then determined for each case and compared to give the percentage of states occupied by excess holes.

<table>
<thead>
<tr>
<th></th>
<th>Area under absorption at 0 V / eVcm⁻¹</th>
<th>Area once absorption saturates / eVcm⁻¹</th>
<th>Percentage of states occupied by excess holes.</th>
</tr>
</thead>
<tbody>
<tr>
<td>Un doped</td>
<td>12.1</td>
<td>12.74</td>
<td>5</td>
</tr>
<tr>
<td>P X 15</td>
<td>9.96</td>
<td>12.51</td>
<td>20</td>
</tr>
<tr>
<td>P X 50</td>
<td>8.69</td>
<td>12.98</td>
<td>33</td>
</tr>
</tbody>
</table>

Table 5.2: - Reference table giving the percentage of states occupied by excess carriers.
So for the undoped sample, 5% of the states are occupied by excess holes due to background impurities when the sample was grown. The results for the two doped structures are rather interesting, despite being doped to a level of 15 (or 50) acceptors per dot, only 20% (or 33%) of the dot states are occupied by these holes. The greater the number of ionised acceptors, the larger the number of excess holes provided to the system, therefore this fraction needs to be maximised. The occupation numbers obtained here seem rather low and there are several reasons for this. Firstly the concentration of acceptor ions used was determined from AFM of measurements the dot density on a similar uncapped device, obviously the density in these samples could be different. However it is unlikely that the density has changed by such a large factor to result in these relatively low numbers. We know that in quantum dot lasers there are many more wetting layer states than dot states (several orders of magnitude) and that for a thermal distribution of carriers amongst the available states the population of these wetting layer states is a significant contributing cause of the gain saturation we are trying to overcome with p-doping. Therefore it seems more likely that the excess holes are occupying states in the wetting layer (and possibly the DWELL states), reducing the number of dot states being occupied. This result is therefore a further indication that the low population of the hole dot states is an important mechanism in dot lasers.

5.3 Modal Gain Data

The segmented contact technique has again been utilised to obtain modal gain spectra (see chapter 2), for the undoped and both of the p-doped structures. Example spectra are shown below for the undoped structure at a range of drive currents.
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Figure 5.7: Modal Gain Spectra for the undoped device at current densities of 122, 222, 344, 532 and 668 A cm$^{-2}$

Similar spectra were also recorded for the two doped structures. As with the HGTSL sample, described in the previous chapter, gain is exhibited from both the ground and excited state. The energy at which peak gain occurs switches between the states after the second curve (at a current density of 222 A cm$^{-2}$). It can also be seen that the curves come together well at long wavelength to give a value of $\alpha_i (2 \pm 2 \text{cm}^{-1})$ in good agreement with that obtained from the absorption spectra seen previously. Gain spectra are compared in Figure 5.7 for the undoped and doped samples, for the same transparency point (but requiring different injection currents).
Figure 5.8: Modal gain spectra at a transparency point of 1.035 eV for the undoped (solid line), 15 p-dopant (dashed line) and 50 p-dopant (dashed and dotted line) samples.

Several interesting points can be noted about this plot, firstly all three samples, give the same value of $\alpha_1$ of $2 \pm 2 \text{ cm}^{-1}$ which is in agreement with the absorption data shown in Figure 5.3. At energies above the transparency point all three samples exhibit the same gain. This is the behaviour expected as once above the transparency point the samples undergo negative gain (absorption) and as Figure 5.5 showed the three devices all have the same absorption. Although all three curves show gain from both the ground and excited states (situated at 0.955 and 1.011 eV respectively) the amount of gain available is drastically different in the three cases. As the level of doping is increased from 0 to 15 acceptors per dot; the amount of gain increases, for both ground and excited states. As the doping is further increased to 50 acceptors per dot the gain continues to increase at both states. The ground and excited peaks also appear to be sharper for the two doped cases than the intrinsic sample due to the higher levels of gain that can be obtained in these samples. The value of the peak gain from the ground and excited states is approximately the same for the intrinsic sample, however for both of the doped samples there is clearly more gain from the ground state than the excited.
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This effect is due to the dopants causing a larger percentage increase in the available gain from the ground state compared to the excited, allowing ground state operation at higher gain values. Using the gain plots (as shown in Figure 5.7) it is possible to plot (Figure 5.9) the peak gain from each sample as a function of the transparency point.

![Graph showing modal gain as a function of the transparency point](Image)

**Figure 5.9:** Modal Gain as a function of the transparency point for the undoped (circles), the P X 15 (squares) and P X 50 (triangles) doped structures.

For each curve the solid line represents a guide to the eye to demonstrate where the peak gain is from the ground state, while the dashed lines form a guide to the eye as to where the gain is from the excited state.

This plot clearly shows that the dopants have increased the amount of gain available at all energies (as expected from Figure 5.7). Figure 5.7 showed the change over from ground to excited state being delayed for the doped devices, this is further supported by the data in Figure 5.8. Here it can be seen that the undoped device switches to the excited state at an energy of 1.040 eV, however the 15 and 50-p dopant samples do not switch to the excited state until 1.047 and 1.052 eV respectively. This illustrates that the doped samples can be driven harder before the gain switches to shorter wavelengths. As mentioned in chapter 2 if the carriers are described by a
The effect of modulation doping on the performance of InAs Quantum dots thermal distribution then the transparency point is equal to the quasi-Fermi level separation. Therefore Figure 5.9 is showing that for a fixed quasi-Fermi level separation an increased gain is achieved from the p-doped structures, supplying evidence that improvements in p-doped structures are due to a reduction in the asymmetry of the quasi-Fermi levels, brought about by the presence of the dopants.

However although the presence of p dopants has shown to lead to an improved gain as a function of the transparency point, what really matters for the operation of a laser is the performance of the threshold current. This can of course be predicted through the behaviour of the gain current curves, which can be determined from the gain spectra, Figure 5.10.

![Figure 5.10](image)

**Figure 5.10:** Peak Gain as a function of drive current for the undoped (circles), P X 15 (squares) and P X 50 (triangles) samples.

In Figure 5.10 the solid (dashed) lines represent a guide to the eye as to when the peak gain is from the ground (excited) state. From this graph the operation of the three samples appears to be much more complicated. Above a current of 250 A cm\(^{-2}\) the undoped device clearly has a higher level of gain until we reach very high currents. However over this range the undoped device is operating on the excited state while the
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two doped samples are both still operating on the ground state. Therefore although a
greater gain can be obtained from the standard structure, this will be of no use for laser
operation at 1.3 μm.

Below a current of 250 A cm\(^{-2}\) where all the devices are still operating on the
ground state the behaviour is much more complex than that expected from Figure 5.8.

![Ground state gain as a function of drive current density for the undoped (circles), P X 15 (squares) and P X 50 (triangles) samples.](image)

Figure 5.11: - Ground state gain as a function of drive current density for the undoped (circles), P X 15 (squares) and P X 50 (triangles) samples.

Over the majority of the current range evaluated here the highest doped structure
has a slightly higher gain (~1.5 cm\(^{-1}\)) than the undoped structure. While the lower doped
device (p x 15) appears to have the lowest values of gain. However each of the data
points has an error of around ±1 cm\(^{-1}\), which is of a comparable size to the differences
seen in Figure 5.10. These uncertainties make it unfeasible to distinguish between the
three samples at these low current densities.
5.4 Radiative and Non-Radiative Recombination

Although Figure 5.8 shows that the highest doped device exhibits more than twice as much gain from the ground state at a fixed transparency point when compared to the intrinsic device, as a function of current, there is only a small improvement. As the transparency point gives the level of carrier injection, this implies that equal currents do not correspond to equal levels of injection between the doped and undoped structures. The current is of course constructed from two parts, the radiative and non-radiative contribution. To look at how each of these currents changes with injection, the segmented contact method was used to obtain the unamplified spontaneous emission spectra as a function of drive current for each device. The radiative and non-radiative currents are then determined (as discussed in chapter 3). From the modal gain spectra it is then possible to determine the transparency point for a given drive current; hence the radiative and non-radiative currents can be determined as a function of the injection level. The radiative current density for the three structures is shown in Figure 5.12.

Figure 5.12: Radiative current density as a function of transparency point for the undoped (circles), p x 15 (squares) and p x 50 (triangles) doped samples.
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The amount of radiative current at a fixed injection level, increases for the 15-dopant structure relative to the undoped, there is then a slight further increase as the doping is increased to 50 dopants. An increased radiative current would lead to a rise in the total current density. However the dramatic change of form between the gain as a function of transparency point to a function of current (Figure 5.8 to Figure 5.9) cannot be accounted for by this increase in radiative current. Figure 5.11 shows an increased radiative current of ~20 – 30 A/cm², however this is only a small fraction (<10%) of the total current required to achieve high values of gain (Figure 5.9). Therefore it seems likely that there must also be higher levels of non-radiative recombination in the doped structures, a result seen previously along with reports of a decreased non-radiative lifetime. The non-radiative current can be determined from the difference between the radiative and the total current; these are plotted together in Figure 5.13.

Figure 5.13: Total current density (open symbols) and radiative current density (closed symbols) as a function of the transparency point for the undoped (circles), p x 15 (squares) and p x 50 (triangles) doped samples.

The total non-radiative current can then be determined from the difference between the total current (open symbols) and the radiative current contribution (closed
The effect of modulation doping on the performance of InAs Quantum dots symbols) for each structure. It can clearly be seen that although the radiative current increases with the presence of p-type dopants (Figure 5.11), there is also a much larger increase in the total current at a fixed transparency point. Therefore the difference between the curves (the non-radiative current) is increasing for the structures containing p dopants and this is shown explicitly in Figure 5.14.

![Figure 5.14: Non-Radiative current density as a function of the transparency point for the undoped (circles), p x 15 (squares) and p x 50 (triangles) doped structures.](image)

The undoped structure clearly has a much lower non-radiative current than either of the doped structures. This is the expected outcome due to the contrasting results in Figure 5.8 and Figure 5.9. As mentioned before, several previous reports of increasing non-radiative recombination in p doped quantum dot structures have been made, although the explanations for this increase have been different in each case.

Several authors have attributed the increased non-radiative recombination to increased Auger recombination caused by the large number of additional holes supplied by p doping. However if an Auger process were responsible for the extra non-radiative recombination, the process should get worse as the number of holes (the
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doping concentration) increases, unless it undergoes saturation for high carrier
concentrations. Figure 5.13 clearly shows that the two doped structures have very
similar levels of non-radiative current associated with them. This seems to suggest that
the increased non-radiative current is not due to an Auger process, as the non-radiative
current seems independent of doping level (between 15 and 50 acceptors per dot).

The leakage of holes from quantum dot states to wetting layer and higher lying
states has previously been postulated as a possible cause of non-radiative recombination
in quantum dot structures. This leakage would be increased by p doping, due to the
increased concentration of holes present. However if this were the mechanism
responsible for the increase seen in Figure 5.13, it would again be expected that the 50-
dopant sample would show a further increase from the 15 dopants.

As Auger and leakage seem unlikely to be responsible for the increased non-
radiative recombination, defect related recombination appears the most likely origin of
the extra current. It is possible that the technique used to insert the dopants has lead to
an increase in the number of non-radiative centres resulting in an increase in Shockley-
Read-Hall recombination (see chapter 1).

As mentioned previously, due to concerns that the dopants would diffuse
through the active region, the temperature of the GaAs containing dopants was
decreased. Therefore the intrinsic device had 50 nm GaAs spacers, of which 35 nm
were grown at elevated temperatures, and as shown in chapter 3, this results in the GaAs
being successfully re-planarised resulting in enhanced device performance. However
the two doped samples (which also had 50 nm thick spacer layers) only had 20 nm
grown at a higher temperature. This could have lead to lower quality GaAs spacer
layers, with a higher concentration of defects, resulting in an increased non-radiative
current. Such a process would be governed by the thickness and temperature of the
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5.5 Additional Samples

To allow further study on the role of p dopants in InAs quantum dot samples and validate the results presented in the previous sections of this chapter, two further structures were grown. The structures were largely identical to the ones discussed previously, with the only differences being that 7 DWELL layers were used this time and the active region was now incorporated into an Al_{0.45}Ga_{0.55}As waveguide cladding structure. The structures were nominally doped to a level of 0 or 18 acceptor ions per dot, where the acceptors were again Be and incorporated in the same way as before.

Again the modal absorption spectra were obtained to ensure that the electronic states were the same for each device, as before a reverse bias was required to allow the excess carriers to be extracted and the true absorption to be seen. Figure 5.15 shows the modal absorption for the two structures under reverse biases of 0.5 and 2 V for the intrinsic and doped structure respectively.
Figure 5.15: Modal loss spectra for the undoped and p x 18 doped samples under reverse biases of 0.5 and 2 V respectively.

As seen previously the inclusion of dopants has not resulted in any change in the dot states or of the internal waveguide loss, $\alpha$, of $2 \pm 2$ cm$^{-1}$. Again by comparing the area under the absorption curves at 0 V bias and once the absorption has saturated it is possible to determine the percentage of states occupied by excess holes. This yields values of 4 % and 19 % for the undoped and 18 p-dopant sample, which agree well with the values in Table 5.2 for the undoped and 15 p-dopant samples. Again this is a low percentage due to the influence of the wetting layer states. These results show that samples can be reliably and repeatable grown to a given level of doping.

As with the previous samples the modal gain was also measured, allowing the peak gain to be plotted as a function of both the transparency point and of current density.
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Figure 5.16: Peak modal gain as function of transparency point for the undoped (circles) and P X 18 dopants (squares) samples.

Figure 5.17: Peak modal gain as a function of the drive current density for the undoped (circles) and P X 18 dopants (squares) samples.

Figure 5.16 shows the same behaviour as seen previously (Figure 5.8), with the doped structure always exhibiting an increased gain when compared to the undoped device. However Figure 5.17 shows dramatically different behaviour to that expected from Figure 5.9 (in which the previous undoped and doped samples all showed very
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similar characteristics). In these new samples the improved gain seen as a function of transparency point (an increase of 4.5 cm\(^{-1}\) at the peak of the ground state) is also clearly seen as a function of drive current (an increase of 4 at the peak of the ground state).

This improvement as a function of current strongly suggests that in these samples the non-radiative current does not increase for the doped structure. To validate this hypothesis, the spontaneous emission was measured and hence the non-radiative current was determined as a function of the transparency point, in the same way as before.

![Figure 5.18: Non-Radiative current density as a function of the transparency point for the undoped (circles) and P X 18 doped (squares) sample.](image)

As expected from Figure 5.17 the two samples have very similar amounts of non-radiative current, with only a very slight (~ 10 %) increase for the doped structure. Several interesting points are raised by this result, as discussed above several groups have previously suggested Auger recombination as the cause of additional non-radiative
The effect of modulation doping on the performance of InAs Quantum dots recombination in p doped structures \cite{77,103,104}. In conjunction with the previous arguments (section 1.4) this seems even less likely with this result, as Auger is an intrinsic process and would always be present in doped samples. The same reasoning also applies to the idea that the leakage of holes leads to an increased non-radiative rate.

The most likely cause of the extra non-radiative current seen in section 1.4 was an increased number of defects in the GaAs spacer due to the decreased thickness at high temperature. However if this was the cause the same effect should also be seen here as the temperature was again decreased for the Be containing regions. It seems likely that the origin of the additional non-radiative process is exceptionally sensitive to the initial conditions when the dopants are included. It may be the case that if the GaAs is not allowed sufficient time to cool back down or is left too long the subsequent inclusion of the dopants leads to an elevated level of defects in the spacer layer.

To compare the two growth sets in more detail to try and better understand these differences the non-radiative current is compared for the samples from each set. To account for any differences in the band gap of the structures, a transition energy has been subtracted from the values of transparency point. This transition energy is an arbitrary reference point for the samples and is taken as the half height of the ground state peak of the absorption, as shown in the example (Figure 5.19).
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![Figure 5.19: Example modal absorption spectra for the 7 layer undoped sample.](image)

By taking account of any change in the band gap between the two growth sets, it is possible to determine the non-radiative current at the same injection level for each device. The non-radiative current has also been re-plotted as the current per layer to enable a direct comparison between the growth sets.

![Figure 5.20: Non-Radiative current as a function of transparency point minus transition energy for the 5 layer undoped sample (open circles), 5 layer p X 15 dopants (open squares), 5 layer p X 50 dopants (open triangles), 7 layer undoped (closed circles) and the 7 layer p X 18 dopants (closed squares) samples.](image)
This shows that except the 5 layer undoped sample, the rest of the devices have very similar levels of non-radiative recombination. Whereas the 5 layer undoped device has a greatly reduced non-radiative current over all the other structures, including the intrinsic 7 layer sample. The reason that this structure exhibits such a reduced non-radiative component is unclear and may be due to a small difference in the growth conditions of this sample. This is suggesting that the elevated non-radiative current seen in the initial 15 and 50 doped structures (Figure 5.13) was actually caused by a decreasing non-radiative process in the intrinsic device rather than the dopants increasing the non-radiative recombination.

5.6 Conclusions

This chapter has studied the effects of incorporating modulation doping on InAs quantum dot structures. It has shown that the use of n-type doping leads to a change in the dot size and distribution. This effect is most likely caused by the interdiffusion of the Si dopants into the active region. It has also been shown that p-type dopants can be incorporated into the active region of InAs quantum dots without altering the growth of the dots. The use of p-type doping has been shown to result in an increased gain as a function of transparency point, due to a reduction in the asymmetry of the quasi-Fermi levels positions. However due to differences in the level of non-radiative recombination this improvement is not seen in the gain current relationship for all of the structures. The origin of the different levels of non-radiative currents remains unclear - although it seems likely that the 5 layer undoped layer has a reduced non-radiative component, due to a difference in the growth of the samples -several important findings have been made in this work. Although there have been many studies on p-doped quantum dot studies, these have relied on measurements of the threshold current of laser structures 100,103,104,108. This results in the contrasting effects on the modal gain and the non-
The effect of modulation doping on the performance of InAs Quantum dots radiative current being combined leading to conflicting reports on the effects of incorporating the dopants. By studying the material properties it has been possible to separate the effects of the gain and the recombination currents. This work has shown that the presence of p-type dopants leads to an increase in the available modal gain at a fixed injection level (Figure 5.9 and Figure 5.16) as initially predicted \(^9_{1,95}\). By also studying the non-radiative recombination it has been shown that the overall level of non-radiative current can be increased in doped samples. It is therefore the combination of these two effects that gives rise to the differing behaviour seen in threshold current measurements. The following chapters will go on to discuss the temperature performance of the undoped and doped structures.

This chapter has studied the effects of incorporating modulation doping on InAs quantum dot structures. It has shown that the use of n-type doping leads to a change in the dot size and distribution. This effect is most likely caused by the interdiffusion of the Si dopants into the active region. It has also been shown that p-type dopants can be incorporated into the active region of InAs quantum dots without altering the growth of the dots. The use of p-type doping has been shown to result in an increased gain as a function of transparency point. However due to differences in the level of non-radiative recombination this improvement is not seen in the gain current relationship for all of the structures. The origin of the different levels of non-radiative currents remains unclear - although it seems likely that the 5 layer undoped layer has a reduced non-radiative component, due to a difference in the growth of the samples -several important findings have been made in this work. Although there have been many studies on p-doped quantum dot studies, these have relied on measurements of the threshold current of laser structures \(^{100,103,104,108}\). This results in the contrasting effects on the modal gain and the non-radiative current being combined leading to conflicting reports on the effects of
The effect of modulation doping on the performance of InAs Quantum dots incorporating the dopants. By studying the material properties it has been possible to separate the effects of the gain and the recombination currents. This work has shown that the presence of p-type dopants leads to an increase in the available modal gain at a fixed injection level (Figure 5.8 and Figure 5.15) as initially predicted \(^{91,95}\). By also studying the non-radiative recombination it has been shown that the overall level of non-radiative current can be increased in doped samples. It is therefore the combination of these two effects that gives rise to the differing behaviour seen in threshold current measurements. The following chapters will go on to discuss the temperature performance of the undoped and doped structures.
6. The temperature dependence of p-doped quantum dot lasers

6.1 Introduction

As discussed previously an early expectation of p-type modulation doped quantum dot structures was a temperature insensitive threshold current\textsuperscript{105}. This performance has been reported by several groups\textsuperscript{77,97,100,109}, with some even showing a decreasing threshold with increasing temperature\textsuperscript{98,103} around room temperature. Recently several authors have attributed this behaviour to the temperature dependence of the Auger recombination process in doped structures\textsuperscript{77,103,104}, although the particulars of the explanation differed in each case. In the first of these Fathpour et al.\textsuperscript{77} modelled temperature insensitive threshold data by considering the contributions to the current due to recombination in the dots, wetting layer and barrier/waveguide regions; they also considered Auger recombination in the dots. It had previously been argued that the temperature dependence of electron-hole scattering (where an excited state electron scatters from holes in the ground state) decreases with an increasing temperature\textsuperscript{110,111}. This results in the Auger recombination behaving in the same way and this decrease counteracts the increased recombination in the barrier/waveguide regions as the temperature is increased, leading to a temperature invariant threshold current. Marko et al.\textsuperscript{103} explained the same phenomena by considering a thermal re-distribution of carriers. In this paper it was claimed that p-doped structures have an increased Auger recombination due to the large built-in hole concentration and that the Auger recombination increases with temperature. It was also postulated that in p-doped structures carriers go from a random to a thermal population over the temperature range
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160-280 K. The reason for this high temperature re-distribution (compared with intrinsic quantum dot structures) was attributed to the increased confinement of electrons due to electrostatic attraction with the holes. Such a carrier re-distribution would cause the threshold current to decrease as the temperature is increased and this interplay with the increasing Auger rate leads to the observed threshold performance. Mokkapati et al.\textsuperscript{104} modelled the gain and recombination rates in p-doped quantum dots. Their model explained the threshold performance by considering that an increased gain in doped devices allow lasing at lower transparencies, but that this is offset by increased Auger recombination due to the excess hole concentration. Although each of these models showed consistency with experimental data none considered the effects of leakage and defect related recombination. Also no measurements of how the gain alters with temperature were included in these works.

In this chapter threshold current as a function of temperature data is presented for the intrinsic, 15-p and 50-p dopant devices discussed previously (chapter 5). Data will then be presented from the segmented contact measurements (chapter 2) allowing the relative effects of the gain, radiative and non-radiative currents to be determined.

\textbf{6.2 Threshold Current Measurements}

Light current characteristics were recorded as a function of temperature (see chapter 2) for the undoped, 15-p and 50-p dopant structures. Measurements were performed on 2 mm long cavities with a 50 μm wide oxide stripe, multiple devices (four from each wafer) were tested for each structure and the average values are shown in Figure 6.1.
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![Graph showing threshold current density as a function of temperature for different dopant samples.](image)

Figure 6.1: Threshold current density as a function of temperature for a 2 mm long cavity for the undoped structure (circles), 15-p dopant sample (squares) and 50-p dopant sample (triangles).

The undoped device has a steadily increasing threshold current over the temperature range studied here, this is the same behaviour that has been observed previously in both quantum dot and quantum well lasers. Such behaviour occurs in quantum well and dot structures due to increasing amounts of non-radiative current and leakage as the temperature is increased; raising the total current required to achieve lasing. An increasing threshold current also occurs in quantum dot structures, due to the available modal gain at a fixed current decreasing with increasing temperature (see chapter 4) caused by carriers escaping to the wetting layer as the temperature is increased\(^\text{32}\). The highest doped structure has an approximately temperature independent threshold up to around 240 K when it then begins to increase. The 15-p dopant sample has a decreasing threshold current from 180 K to 280 K, before it begins to increase again. This decreasing threshold behaviour has been observed previously\(^\text{77,103}\), although the origin is still a matter of debate.
Below 300 K the un-doped structure has the lowest threshold current, while the intermediately doped device has the highest. The threshold currents converge at around 300 K and remain similar above this temperature.

6.3 Modal Gain Measurements

As described previously (chapter 5) the threshold current data is influenced by both the gain required to achieve lasing and the non-radiative currents. Therefore it is not possible to determine whether it is a change in the gain or the non-radiative process as a function of temperature which gives rise to the different behaviour seen in each structure (Figure 6.1) from the threshold current data alone.

To differentiate between these two factors, segmented contact experiments have been performed on the three devices at various temperatures, allowing the relative contributions of the gain, radiative and non-radiative recombination to be determined. The peak modal gain has been determined for each structure at various temperatures; gain spectra for a constant ground state peak net modal gain of 6 cm$^{-1}$ at temperatures of 250, 300 and 375 K are plotted in Figure 6.2, Figure 6.3 and Figure 6.4 for the intrinsic, 15 and 50-p dopant structures respectively.
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Figure 6.2: Modal gain spectra for the un-doped structure at temperatures of 250 (circles), 300 (squares) and 375 K (triangles).

Figure 6.3: Modal gain spectra for the 15-dopant structure at temperatures of 250 (circles), 300 (squares) and 375 K (triangles).
The gain spectra for the un-doped structure (Figure 6.2) shifts to longer wavelengths as the temperature is increased. This is the expected result due to the change in the band gap of the material. Also as the temperature is increased the gain spectra broaden, indicating that an increased carrier density is needed to achieve a fixed gain as the temperature is increased. The two doped structures (Figure 6.3 and Figure 6.4) exhibit different behaviour to the intrinsic case. The spectra still shift to longer wavelength as the temperature is increased; however the spectra appear to narrow between 250 and 300 K before broadening at 375 K. The different behaviour for the doped and intrinsic samples suggests that the carrier distributions behave in very different ways in each sample. To look at this in more detail, the peak gain has been determined as a function of the transparency point at each temperature for each device. The transparency point is related to the injection level required to achieve a given level of gain and as such allows the gain to be studied as a function of the injection. However as mentioned previously the band gap also changes with temperature, therefore to take...
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account of this a transition energy (defined as the half height of the ground state absorption peak) has been subtracted from each temperature.

Figure 6.5: Peak modal gain as a function of transparency point - transition energy for the intrinsic sample at: 250 K (circles), 300 K (squares) and 375 K (triangles).

Figure 6.6: Peak modal gain as a function of transparency point minus transition energy for the 15-p dopant sample at: 250 K (circles), 300 K (squares) and 375 K (triangles).
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Figure 6.7: Peak modal gain as a function of transparency point minus transition energy for the 50-p dopant sample at: 250 K (circles), 300 K (squares) and 375 K (triangles).

The intrinsic device (Figure 6.5) has a decreasing gain for a fixed injection level as the temperature is increased; this is consistent with the gain spectra studied in Figure 6.2. This is illustrating that an increased number of carriers are required to achieve the same level of inversion as the temperature is increased. This is the expected result due to the relation between the modal gain and the quasi-Fermi levels\textsuperscript{24,36}.

The doped structures (Figure 6.6 and Figure 6.7) show more unexpected behaviour, for both samples the peak gain increases at a fixed injection level between 250 K and 300 K, before decreasing again. The initial increase in the gain is contrary to previously observed behaviour and is showing that the presence of p dopants can significantly alter the performance of quantum dot samples.

To look at how the injection level (transparency point minus transition energy) changes as a function of temperature for the lasers studied in Figure 6.1, the modal gain, $G$, required to achieve lasing was calculated to be 8 cm\textsuperscript{-1} using.
where \( \alpha_i \) was determined to be 2 cm\(^{-1} \) (see chapter 5). By looking at the injection level required to achieve this gain at each temperature, a plot can be made of the changing injection as a function of temperature.

\[
G = \frac{1}{L} \ln \left( \frac{1}{R} \right) + \alpha_i
\]

Equation 6.1

Figure 6.8: The transparency point minus transition energy required to achieve a peak modal gain of 8 cm\(^{-1} \) as a function of temperature for the undoped (circles), 15-p dopant (squares) and 50-p dopant (triangles) samples.

The un-doped device requires a higher injection level as the temperature is increased to maintain the same gain; this is the expected behaviour from considering the relationship between the gain and the occupation probabilities (assuming a thermal distribution of carriers). The doped structures exhibit quite different behaviour, the injection level required to achieve the same peak modal gain initially decreases, reaching minima at around 280 and 290 K for the 15 and 50-p doped samples respectively. Above this temperature the injection level then increases to maintain the same gain, in the same way as for the un-doped structure. The minimum occurring at slightly different temperatures in the two structures, suggests that this phenomenon is
the doping concentration. The minimum temperature of 280 K agrees well with the minimum in the threshold data for the 15-p dopant sample. The minima appear to be more pronounced for the higher doped structure suggesting that the process becomes more severe at higher doping levels. However no minimum is detected in the threshold data for the 50-p dopant device (Figure 6.1), suggesting that there must be additional processes over this temperature range in this structure.

Figure 6.8 illustrates that in p doped structures the injection required to achieve a fixed modal gain initially decreases as the temperature is increased. This suggests that if the peak modal gain was observed at a fixed injection level, the gain available should initially increase. To see if this effect is observed the peak gain has been determined at a fixed injection level as a function of temperature for each structure. The values of the transparency point minus transition energy used correspond to a peak modal gain of 8 cm\(^{-1}\) at 300 K; this gives energies of 0.103, 0.085 and 0.035 eV for the un-doped, 15 dopant and 50 dopant sample respectively.

Figure 6.9: Peak modal gain as a function of temperature for a fixed transparency point minus transition energy of: 0.103 eV for the un doped (circles), 0.085 eV for the 15-p dopant (squares) and 0.035 eV for the 50-p dopant (triangles) samples.
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This shows the behaviour predicted from Figure 6.8, with the peak gain increasing at a fixed injection for the doped structures and reaching maximum values of 9 and 9.5 cm\(^{-1}\) at approximately 280 and 290 K for the 15 and 50-doped structures respectively. The un-doped device exhibits a steadily decreasing gain from 250 to 375 K, as expected from Figure 6.8. The two doped structures exhibit relatively similar behaviour up to approximately 300 K, this is in contrast to the previous plot (Figure 6.8), in which the higher doped sample exhibited a much sharper minima.

6.4 Non-Radiative Current

The temperature dependence of the threshold current observed in Figure 6.1 and in previous studies\(^{77,103,104}\) could be due to the temperature variation of the gain (as observed in the previous section) or to the change in recombination processes as a function of temperature as suggested previously. To determine the relative effect that these two processes have on the threshold current and hence fully understand the temperature dependence of p-doped quantum dot lasers it is necessary to determine how the radiative and non-radiative currents behave as a function of temperature.

To study the temperature performance of the radiative and the non-radiative recombination, spontaneous emission spectra were obtained as a function of current density for each structure at various temperatures. From these spectra the radiative and hence non-radiative currents were determined (see chapter 2) and by comparison with the gain curves the currents have been determined as a function of the injection level (transparency point minus transition energy). Examples are shown for the un-doped device in Figure 6.10 and Figure 6.11 for the radiative and non-radiative currents respectively.
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Figure 6.10: - Radiative current density as a function of the transparency point minus transition energy for the undoped device at 250 K (circles), 300 K (squares) and 375 K (triangles).

Figure 6.11: - Non-radiative current density as a function of the transparency point minus transition energy for the undoped device at 250 K (circles), 300 K (squares) and 375 K (triangles).

The radiative current is approximately constant over the temperature range studied for a given injection level whereas the non-radiative current (Figure 6.11) shows approximately the same non-radiative recombination for a fixed injection level at 250 and 300 K, but exhibits an increase in non-radiative current at higher temperatures. To study how the radiative non-radiative currents vary for the lasers studied in Figure 6.1
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the information obtained in Figure 6.8 has been used. This data gives the injection level required at each temperature to achieve a peak modal of 8 cm\(^{-1}\). The relevant values of transparency point minus transition energy are then used to obtain the values of the radiative and non-radiative currents corresponding to a 2 mm long laser at each temperature.

Figure 6.12: Radiative current density for a fixed peak modal gain of 8 cm\(^{-1}\) as a function of temperature for the undoped (circles), 15-p dopant (squares) and 50-p dopant (triangles) samples.

Figure 6.13: Non-radiative current density for a fixed peak modal gain of 8 cm\(^{-1}\) as a function of temperature for the undoped (circles), 15-p dopant (squares) and 50-p dopant (triangles) samples.
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The radiative current from all three samples is very similar, with a monotonically increasing radiative current. All three structures also exhibit very similar values of radiative current, which is dramatically less than the non-radiative contribution to the current (less than 10% at all temperatures). These factors suggest that the radiative current does not have any significant influence on the temperature behaviour of the threshold current. The non-radiative current for the three samples show contrasting behaviour (Figure 6.13). The un-doped structure shows a monotonically increasing non-radiative current from 250 to 375 K, this is consistent with the behaviour observed in the threshold current data in Figure 6.1. The 15-p dopant sample exhibits an initial decrease in the non-radiative current, up to around 280 K; the non-radiative current then slowly increases again up to around 300 K, before a much steeper increase occurs. The 50-p dopant sample shows a different behaviour again, here the non-radiative current undergoes a gradual increase (~30%) between 250 and 300 K; above 300 K the non-radiative current then increases at a faster rate, up to 375 K. The three differing behaviours observed in Figure 6.13, each agree well with the shapes of the threshold current densities as a function of temperature studied in Figure 6.1.

The current densities from the threshold current and the segmented contact method can be compared to ensure that the two experiments are consistent. To do this the radiative current (determined by integrating the spontaneous emission spectra and used to obtain the non-radiative current) can be added to the values of non-radiative current to give the total current density in the device. This can then be compared to the threshold current (total current) in the laser.
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<table>
<thead>
<tr>
<th></th>
<th>Radiative Current Density / Acm(^2)</th>
<th>Non-Radiative Current Density / Acm(^2)</th>
<th>Total Current Density / Acm(^2)</th>
<th>Threshold Current Density / Acm(^2)</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Undoped</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>250 K</td>
<td>12 ± 3</td>
<td>71 ± 4</td>
<td>83 ± 4.5</td>
<td>93 ± 8</td>
</tr>
<tr>
<td>300 K</td>
<td>23 ± 4</td>
<td>241 ± 13</td>
<td>264 ± 13.1</td>
<td>290 ± 27</td>
</tr>
<tr>
<td>350 K</td>
<td>52 ± 9</td>
<td>601 ± 25</td>
<td>653 ± 26.2</td>
<td>645 ± 36</td>
</tr>
<tr>
<td><strong>15-p dopants</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>250 K</td>
<td>16 ± 3</td>
<td>354 ± 18</td>
<td>370 ± 18.3</td>
<td>385 ± 23</td>
</tr>
<tr>
<td>300 K</td>
<td>24 ± 2</td>
<td>316 ± 12</td>
<td>330 ± 12.6</td>
<td>339 ± 19</td>
</tr>
<tr>
<td>350 K</td>
<td>48 ± 4</td>
<td>629 ± 27</td>
<td>677 ± 27.1</td>
<td>577 ± 41</td>
</tr>
<tr>
<td><strong>50-p dopants</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>250 K</td>
<td>9 ± 1</td>
<td>162 ± 10</td>
<td>171 ± 10.2</td>
<td>214 ± 28</td>
</tr>
<tr>
<td>300 K</td>
<td>26 ± 3</td>
<td>229 ± 13</td>
<td>255 ± 13.4</td>
<td>293 ± 31</td>
</tr>
<tr>
<td>350 K</td>
<td>48 ± 3</td>
<td>633 ± 25</td>
<td>681 ± 25.1</td>
<td>697 ± 43</td>
</tr>
</tbody>
</table>

Table 6.1: Comparison of total current densities at a peak modal gain of 8 cm\(^{-1}\) and threshold current densities for 2 mm long lasers.

The information in Table 6.1 shows that the two experimental procedures give a reasonable agreement (less than 17% difference, apart from for the 50 dopant case at 250 K). This data provides strong evidence that using the segmented contact method is a feasible and accurate technique to evaluate the performance of laser devices at threshold.
The temperature behaviour observed in Figure 6.13 is the expected performance from the threshold current data (Figure 6.1), however it does not allow the origin of the changing non-radiative current to be determined. Either the changing injection level required to achieve a fixed gain (Figure 6.8) or a change in the non-radiative processes with temperature (as proposed previously\textsuperscript{77,103}) could account for this behaviour. It is also conceivable that both of these factors have an effect and that the result observed (Figure 6.1 and Figure 6.13) is due to the combination of them.

To try and determine the relevant magnitudes of each of these effects the non-radiative current density has been determined for a fixed injection level as a function of temperature for the three samples. This has been achieved by plotting the non-radiative recombination for a fixed transparency point minus transition energy (Figure 6.14). The values correspond to the injection level required to achieve a gain of 8 cm\(^{-1}\) at 300 K (0.103, 0.085, and 0.035 eV for the undoped, 15-p dopant and 50-p dopant samples respectively). The associated non-radiative current was then determined at each temperature for this fixed energy.

Figure 6.14: - Non-radiative current density as a function of temperature at fixed values of transparency point - transition energy of 0.103 eV for the undoped structure (circles), 0.085 eV for the 15-p dopant sample (squares) and 0.035 eV for the 50-p dopant sample (triangles).
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The values of non-radiative current at 300 K in Figure 6.13 and Figure 6.14 are the same as they all correspond to threshold in a 2 mm long laser device. For the 15-p dopant device the non-radiative current is approximately constant up to 300 K after which it begins to increase. The constant region between 250 and 300 K indicates that if the structure was pumped to the same injection level there would be no significant change in the non-radiative current. Therefore the temperature behaviour observed in the threshold current data (Figure 6.1) is caused almost entirely by the changing injection level required to achieve a peak modal gain of 8 cm\(^{-1}\).

The intrinsic and 50-p dopant device both show similar behaviour with a gradual increase (~ 12 % and 20 % respectively) in the non-radiative current between 250 and 290 K and then a sharper increase as the temperature is further increased. It has previously been postulated that the amount of Auger recombination decreases as the temperature is increased\(^{77,110,111}\), however in these results the non-radiative recombination increases for increasing temperature. However in this work it is the total non-radiative recombination rate which has been determined, and therefore it is possible that the Auger rate is decreasing, while defect related recombination is increasing.

The three samples in Figure 6.14 all show similar levels of non-radiative recombination at all temperatures, with the 15-doped sample having the highest rate (approximately 100 Acm\(^{-2}\) at all temperatures), which is a contradiction to the results presented for 300 K in chapter 5. However this is a misleading result as the three devices are all being driven to different injection levels and hence the magnitude of the non-radiative recombination is not comparable for the three structures. To examine the relative amount of non-radiative current in each sample as a function of the temperature, the non-radiative current has been determined at the same fixed injection level (0.103 eV) for all three samples.
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Figure 6.15: Non-radiative current density as a function of temperature for a fixed transparency point minus transition energy of 0.103 eV for the undoped (circles), 15-p dopant (squares) and 50-p dopant (triangles) samples.

All the structures show similar behaviour to before (Figure 6.14) with both doped samples showing an approximately constant value between 250 and 300 K and then an increasing current at higher temperatures, while the intrinsic device shows a slowly increasing current at all temperatures. However the doped devices now exhibit a higher non-radiative current at all temperatures when compared to the intrinsic sample, with a small further increase for the highest doped structure. This result is consistent with the data presented in chapter 5 regarding the non-radiative current at 300 K.

The differing threshold behaviour (Figure 6.1) for the two doped structures is mimicked in the variation of the non-radiative current with temperature for a fixed modal gain of 8 cm$^{-1}$ (Figure 6.13). The non-radiative current at a fixed injection level (Figure 6.14) also shows a differing behaviour, with the lower doped sample showing an approximately constant non-radiative rate up to 300 K and the highest doped structure exhibiting an increasing non-radiative rate over the same temperature range. Whereas the injection level required to maintain a gain of 8 cm$^{-1}$ has been shown to
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initially decrease for both the doped structures (Figure 6.8). It is the combination of this decreasing injection level and changing non-radiative current that leads to the differing threshold performance.

For the 15-doped sample the injection level required decreases, while the non-radiative rate at a given injection level remains constant, hence resulting in a lower non-radiative current and therefore a reduced threshold current. For the 50-doped sample although the injection level again decreases, now the non-radiative current at a fixed injection increases. The combination of these two factors leads to an approximately constant threshold up to about 240 K, before a steady increase occurs. The reason for the differing behaviour of the non-radiative rates is unclear, although it seems most likely to be due to the vastly different injection levels required in the two samples.

6.5 Carrier Re-distribution

The reason for the variation in the injection level required to achieve a fixed modal gain (Figure 6.8) is also unclear from the work presented so far and shall now be discussed in some detail.

It has previously been suggested that in p-doped quantum dots the form of the carrier distribution changes as a function of temperature\textsuperscript{103,112}. It has been claimed that the carriers initially occupy the dots under random occupation and as the temperature is increased this changes into a thermal distribution of carriers. If the dots were initially filled by random population, all dot states would have an equal probability of being filled by carriers, resulting in relatively wide spectra. As the population begins to become thermal, the lower energy states would be filled preferentially, resulting in narrower spectra. This therefore would lead to a reducing injection level (to maintain a fixed gain) as the temperature is increased, as was observed experimentally (Figure 6.8).
As the temperature is further increased a thermal distribution would involve more high energy states to maintain the same injection, resulting in the spectra broadening again.

To see if this is the origin of the changing injection level observed in these samples, the width of the spontaneous emission spectra were measured at fixed values of transparency point minus transition energy at each temperature. To ensure all the spontaneous emission was collected (including that over the wetting layer region) the spontaneous emission was measured from the top of the device (see chapter 4).

![Figure 6.16: Example spontaneous emission spectra for the 15-dopant sample at 300 K and current densities of 222, 444, 622 and 800 Acm⁻².](image)

The widths of the spectra were then determined from the full-width-at-half-maximum (FWHM). Transparency point minus transition energies of 0.103, 0.085 and 0.035 eV were used for the un-doped, 15-dopant and 50-dopant structures respectively, corresponding to the injection required for lasing in a 2 mm long cavity at 300 K.
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Figure 6.17: FWHM of spontaneous emission spectra at various temperatures and fixed injection levels; the undoped device at 0.103 (circles), the 15-dopant device at 0.085 (squares) and the 50-dopant device at 0.035 eV (triangles).

The undoped structure shows the spontaneous emission spectra becoming broader as the temperature is increased; this is consistent with a thermal distribution, where as the temperature is increased, higher lying states experience a higher degree of occupancy. The doped structures show an initial narrowing in the spectra before a higher temperature broadening, again reaching a minimum around 280 and 290 K for the 15 and 50-doped samples respectively. The initial decrease in width suggests that to begin with the dots are randomly populated and as the temperature is increased they become thermally populated, giving a thermal distribution. The subsequent increase is then due to thermal broadening as observed in the undoped structure.

To further investigate the changing shape of the spontaneous emission spectra and to try and determine if the effects seen in Figure 6.17 are due to a changing carrier distribution the Pf has been studied. As described in chapter 2 if the Pf expression (given by the ratio of the gain to the spontaneous emission) can be fitted with Fermi-Dirac statistics then the carriers are thermally distributed. To see how the carrier population is
The temperature dependence of p-doped quantum dot lasers changing as a function of temperature the $P_f$ has been plotted for the 15-dopant sample at 250 K, 280 K and 350 K at a fixed injection level of 0.085 eV. Fermi-Dirac relationships have also been plotted for the relevant injection level and temperatures to compare with the experimental data.

Figure 6.18: - $P_f$ functions for the 15-dopant structure at a fixed injection level of 0.085 eV at 250 K (circles), 280 K (squares) and 350 K (triangles), the dashed lines represent Fermi-Dirac relationships.

At 250 K the measured $P_f$ is drastically different to that expected from Fermi-Dirac statistics (dashed line); this is showing that at this temperature the carriers are not in a thermal distribution. At 280 K the experimental data and the Fermi-Dirac distribution show a good agreement indicating that by this temperature the carriers are distributed thermally in the structure. At 350 K, the carriers still appear to be distributed thermally, although the agreement between the experimental points and the theory does not seem so good here. This poorer agreement is most probably due to the reduced signal (and hence increased signal-to-noise ratio) at higher temperatures. The same analysis has also been performed on the highest doped sample for a fixed injection level of 0.035 eV.
The temperature dependence of p-doped quantum dot lasers

5.6 Conclusions

In summary, it can be seen that the use of p-doped samples in quantum dot lasers significantly affects the behaviour of the Fermi-Dirac distribution. By varying the doping concentrations and injection levels, it has been shown that the level of thermal distribution in the carriers is significantly affected by temperature. It has been shown that the level of thermal distribution in the carriers is approximately independent of injection level. However, as the temperature is increased, the carriers tend to be described by Fermi-Dirac relationships.

Again similar behaviour is observed with a non-thermal carrier distribution at 250 K. Once at 280 K the carriers can be described by Fermi-Dirac statistics and as such are shown to be thermally distributed. These two graphs support the conclusions drawn from Figure 6.17 that as the temperature is increased the carriers go from a random to a thermal population.

The slightly different temperatures at which the two samples begin to be described by a thermal distribution, indicates that as the doping level is increased the temperature to achieve a thermal distribution must also be increased. This seems a reasonable conclusion, because as the doping concentration is increased there are a larger number of carriers that need to be thermally distributed.
6.6 Conclusions

In summary the work in this chapter has shown that the use of p-dopants can significantly alter the performance of the threshold current as a function of temperature in quantum dot structures. By separating the relative radiative and non-radiative current contributions to the threshold it has been shown that the behaviour of these samples is due to the change in injection level required to achieve a fixed gain as a function of temperature. It has also been shown that the level of non-radiative current is approximately temperature independent around room temperature, contrary to previous studies\textsuperscript{77,103,104}.

The change in injection level required to maintain a fixed gain has been shown to be due to the carriers going from a random to a thermal distribution as the temperature is increased. Differing threshold current performance has been observed in the two doped structures and it seems likely that this is due to a trade off in the redistribution of the carriers and the non-radiative recombination rates.
7. Radiative Lifetimes and the Einstein Relations

7.1 Introduction

The Einstein relations\(^{23,24,113,114}\) are used to describe the interaction of electrons and photons in a system of discrete energy levels when in thermal equilibrium. As was shown in chapter 1 (equation 1.35) the average spontaneous lifetime of a single quantum dot can be expressed in terms of the optical cross section. In this chapter the optical cross section is determined for each of the samples investigated in the previous chapters. This information is used to determine and compare the radiative lifetime of the dots in each of the samples studied.

7.2 Radiative Lifetime Calculations

The segmented contact method can be used to determine the modal absorption spectra (see chapter 2). If the absorption from each state can be separated, the relative cross section can be determined from equation 18 allowing the radiative lifetime for that state to be calculated. The absorption due to different transitions can be determined by fitting Gaussian functions to the spectra representing the various transitions within the dots (see chapters 4 and 5). Therefore the Gaussian corresponding to the ground state transition can be integrated to give the optical cross section of a single dot and hence allow the radiative lifetime to be determined.

In all of the samples studied in this work there has been strong evidence that the dots form in a bi-modal distribution\(^{59,115}\) (see chapters 4 and 5). As such the Gaussians from two different dot sizes have been fitted to each of the loss spectra evaluated in this
work. This therefore allows the radiative lifetime of both large and small dots to be calculated, example absorption and Gaussian fits are shown in Figure 7.1 for the HGTSL sample studied in chapter 4.

![Figure 7.1: Modal Absorption Spectrum and fitted Gaussians corresponding to a bimodal distribution of dots for the HGTSL sample.](image)

The ground state of the larger dots is described by a Gaussian distribution centred at 0.964 eV, while the smaller dots are characterised by a Gaussian centred at 1.025 eV. Therefore by integrating the area under these Gaussians it is possible to determine the optical cross section of each dot size using equation 1.20. The optical cross section is determined for a single dot and as such the number of dots of each size has to be determined. To achieve this AFM data from similar uncapped samples have been used, these give a dot density of $3.2 \times 10^{10}$ cm$^{-2}$ for the larger dots in each layer and a density of $9 \times 10^9$ cm$^{-2}$ for the smaller dots. This gives values for the integrated ground state optical cross section of $(2.39\pm0.75) \times 10^{16}$ eVcm$^2$ and $(1.15\pm0.31) \times 10^{15}$ eVcm$^2$ for the large and the small dots respectively. These values are not dissimilar to a
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previous measurement of the integrated optical cross section for InAs quantum dots of $4.3 \times 10^{16} \text{ eVcm}^{-2}$ determined by Osborne, et al.\textsuperscript{35}. The increased cross section for the smaller dots, seems to be most likely due to a broader size distribution (as shown by the AFM data in chapter 3 and the Gaussian fittings in chapters 3 and 4) as such the smaller subset of dots can interact with the light field over a much broader energy range, leading to an increased absorption strength.

The radiative lifetime for each dot size can then be determined through equation 1.35, giving values of $(1.8\pm0.6)$ and $(0.38\pm0.12)$ ns for the large and small dots respectively at a wavelength of $1.3 \, \mu\text{m}$.

Previous studies of the total lifetime for quantum dot systems have yielded lifetimes ranging from a few hundred picoseconds to tens of nanoseconds\textsuperscript{76,116-120}. The values obtained in this work lie within these previous estimates, however it is worth stressing the lifetimes calculated previously were all derived from photoluminescence experiments. As such these values actually give total lifetimes for the ensemble of dots being studied and will be affected by carrier relaxations and non-radiative processes. However the lifetime obtained in this work is the average spontaneous lifetime per dot and gives the time taken for an exciton to recombine in one dot. As such the two lifetimes are not directly comparable and should not be expected to yield the same answer. Lifetime measurements have also been performed previously on single quantum dots via the use of micro photoluminescence techniques, yielding values to the order of a nanosecond\textsuperscript{121}, again in reasonable agreement with the values determined here.

The lifetime of an ensemble of dots would generally be considered the more useful lifetime to measure, as it is this lifetime that will influence the performance of a quantum dot laser. However the average lifetime per dot is still a useful parameter to measure as it provides additional information about the system. Knowledge of the
average lifetime can allow it to be seen whether it is this lifetime that limits the lifetime of the ensemble or if non-radiative processes / carrier transport are the limiting factors.

The optical cross section and hence the radiative lifetime can be determined for all the other structures studied in this work to see how they are influenced by different factors. To do this the dot density used is the same as above and it is assumed that the dot density remains constant in each layer, and so it was not possible to determine the radiative lifetime for the other samples studied in chapter 4 as altering the spacer layer growth has been shown to alter the dot density. The values for the optical cross section and the radiative lifetime are given in Table 7.1 for the large subset of dots for various samples studied throughout this thesis.
Table 7.1: Values for the optical cross section and radiative lifetime for the large dots.

The true absorption spectra (i.e. the absorption under a reverse bias) have been used to obtain the lifetimes for the doped structures studied in chapter 6. All the samples have very similar values for the radiative lifetime and are essentially the same within the experimental uncertainties. The errors quoted in Table 7.1 were determined from the uncertainty in fitting the Gaussians to the absorption spectra and do not take account of any changes in the dot density between samples. These results show that the spontaneous lifetime of an exciton in a single In(Ga)As quantum dot is unaffected by
altering the spacer layer growth, stacking the layers or including p-doping. This result initially seems surprising, however it needs to be remembered that lifetime calculated here is for an average lifetime per dot and although the various techniques used in this work may have altered the non-radiative processes and / or the carrier distributions these factors will have no effect on the lifetime determined here. The calculations have also been repeated for the smaller subset of dots with the results shown in Table 7.2.
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<table>
<thead>
<tr>
<th>Optical Cross Section / $X \times 10^{15}$ eV cm$^{-2}$</th>
<th>Radiative Lifetime / ns</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Chapter 4:</strong></td>
<td></td>
</tr>
<tr>
<td>HGTSL</td>
<td>$1.15 \pm 0.31$</td>
</tr>
<tr>
<td>Repeat HGTSL</td>
<td>$1.92 \pm 0.38$</td>
</tr>
<tr>
<td><strong>Chapter 5:</strong></td>
<td></td>
</tr>
<tr>
<td>3 Layer</td>
<td>$1.44 \pm 0.24$</td>
</tr>
<tr>
<td>5 Layer</td>
<td>$1.18 \pm 0.14$</td>
</tr>
<tr>
<td>7 Layer</td>
<td>$0.69 \pm 0.09$</td>
</tr>
<tr>
<td>10 Layer</td>
<td>$0.34 \pm 0.11$</td>
</tr>
<tr>
<td><strong>Chapter 6:</strong></td>
<td></td>
</tr>
<tr>
<td>5 Layer Un-doped</td>
<td>$1.18 \pm 0.14$</td>
</tr>
<tr>
<td>5 Layer 15-P dopants</td>
<td>$1.16 \pm 0.14$</td>
</tr>
<tr>
<td>5 Layer 50-P dopants</td>
<td>$1.21 \pm 0.16$</td>
</tr>
<tr>
<td>7 Layer Undoped</td>
<td>$1.29 \pm 0.19$</td>
</tr>
<tr>
<td>7 Layer 18-P dopants</td>
<td>$1.38 \pm 0.24$</td>
</tr>
</tbody>
</table>

Table 7.2: Values of the optical cross section and radiative lifetime for the small dots.

The multilayered structures studied in chapter 5 show a periodically increasing lifetime with an increase in the number of layers. However this is likely to be a false result caused by the fact that the density of small dots per layer appears to decrease as the number of layers is increased (see chapter 5). As such too large dot densities have been used in the determination of the integrated optical cross section resulting in an overly high radiative lifetime being determined. The rest of the structures studied yield similar values for the radiative lifetime again suggesting that the lifetime of a single dot remains unaffected by any of the techniques studied in this work.
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The smaller dots exhibit a shorter lifetime than the larger subset, in contradiction to previously published data\textsuperscript{119,122}. However as stated previously past studies have used photoluminescence techniques to determine a lifetime for the ensemble whereas the average lifetime of a dot has been determined here. It is therefore possible that although the lifetime decreases with a decreasing dot size a change in the carrier distribution and / or non-radiative processes associated with this size change lead to an increased lifetime for the ensemble.

7.3 Radiative Lifetime as a function of temperature

The technique can be used to obtain the spontaneous lifetime per dot as a function of temperature. Previous temperature studies of the radiative lifetime have given contrasting results; with an increasing\textsuperscript{119} and decreasing lifetime\textsuperscript{116} for an increasing temperature both being reported, along with a largely temperature insensitive lifetime\textsuperscript{118,120}. The differing behaviours reported are likely to have arisen from the measurements being made on the total lifetime of an ensemble of dots and hence will have been influenced by any changes in the non-radiative rates as a function of temperature as well as temperature effects on the transport of the carriers. The data in chapter 6 showed that the total non-radiative rate is largely constant between 200 and 300 K at a fixed injection level, suggesting that no change would be observed in the non-radiative lifetime over this range.

The spontaneous lifetime measured via this technique will be unaffected by these factors and hence give the true temperature dependence of the radiative lifetime of a single dot. The temperature dependence has been calculated for both the small and large dots for the HGTSL sample, studied in chapter 4 and are presented in Figure 7.2.
Radiative Lifetimes and the Einstein Relations

Figure 7.2: Radiative lifetimes as a function of temperature for the HGTSL sample for the large (circles) and the small (squares) subset of dots.

These results show that for both subsets of dots the spontaneous lifetime is independent of temperature. This result appears physically reasonable as the matrix element is temperature insensitive, and as such it is difficult to see how the lifetime will change with temperature. Although the lifetime of a single dot is unaffected by the temperature the life of the carriers in the ensemble may still change as a function of temperature due to carrier transport or non-radiative effects. Such changes could potentially alter the lifetime of an ensemble, resulting in the varying lifetimes previously measured from photoluminescence techniques.\textsuperscript{116,118-120}

7.4 Radiative Current and the Radiative lifetime

If all the dots in an ensemble had fully inverted ground states then the corresponding ground state radiative current would be given by,

\[
J_{\text{Spon}} = \frac{2eN}{\tau_{\text{rad}}} \quad \text{Equation 7.1}
\]
where N is the number of dots in the ensemble and \( \tau_{\text{rad}} \) is determined from equation 1.35. The factor of two is included to allow for two transitions in each dot due to spin. By comparing the maximum possible spontaneous current as given by equation 7.1, with the obtained radiative current the number of dots undergoing radiative transitions can be determined. This value can then be used to determine the average number of electron–hole pairs per dot at a given injection level.

For the first HGTSL sample studied in chapter 4 the ground state radiative current was determined by de-convolving the spontaneous emission spectra into separate Gaussian functions and integrating the area under the curve corresponding to the ground state. The result from this process is shown in Figure 7.3.

![Figure 7.3: Ground state radiative current as a function of injection current for the first HGTSL sample.](image)

This shows a saturating ground state radiative current, reaching a maximum value of approximately 11 Acm\(^{-2}\). From the radiative lifetime determined previously (Table 7.1) and using equation 7.1 a maximum current of 28.4 Acm\(^{-2}\) is predicted from...
the ground state. Therefore only approximately 30% of the maximum possible current is achieved from the ground state. Figure 7.3 has then been re-plotted to show the average number of excitons per dot at a given injection level.

![Figure 7.4: Number of electron hole pairs in the ground state per dot as a function of injected current.](image)

This shows that on average each dot contains only 0.6 electron hole pairs; the maximum value possible is two pairs per dot, due to spin degeneracy. To determine if this is a sensible value for the average number of excitons, the values can be compared with the value of the modal gain. As shown in chapter four the ground state modal gain saturates at a value less than maximum of the absorption due to the thermal escape of carriers to wetting layer states \(32^{123}\). If the reason for this premature gain saturation is due to the incomplete filling of the states then the fraction of occupied states (average number of excitons per dot) should correspond to the fraction of the modal gain achieved (i.e. peak modal gain divided by peak absorption). To see if this is the case the peak ground state gain has been scaled by the peak ground state modal absorption and plotted as a function of the average number of excitons per dot. The gain has been scaled by determining the peak ground state gain plus the peak ground state absorption divided by twice the peak absorption. This will give a scale that ranges from 0.
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(indicating that there is full absorption), which would be expected when there are no carriers in the dots to a value of unity (indicating maximum gain), which would be expected when all the states are occupied.

Figure 7.5: Ratio of ground state gain to absorption as a function of the number of electron-hole pairs per dot.

As the average number of carriers in the ground state is increased so the gain also increases. The y-axis reaches a maximum value of 0.74, indicating that the modal gain reaches approximately 37% of its maximum value; the average number of carriers per dot corresponding to this is 0.67 excitons per dot. As mentioned previously the maximum number of excitons allowed in each dot is two, due to spin degeneracy. This therefore means that approximately 34% of the ground state dot states are occupied. These two numbers have a reasonable agreement within the experimental uncertainty, indicating that the premature saturation of the gain is caused by the incomplete occupation of the dot states. The agreement is unlikely to be exact as in the determination of the number of excitons the entire inhomogeneously broadened distribution is taken into consideration; however the measurement of the peak gain only involves a small percentage of these states. It is also worth noting that from the
derivations is chapter one that the gain is governed by the difference in the occupation probabilities (equation 1.28), whereas the spontaneous emission rate is proportional to a multiplication of these factors (equation 1.41). This means that there is a non-trivial relationship between the quantities plotted in Figure 7.5, so a linear relationship would not necessarily be expected.

Figure 7.6: Linear dependence of the average number of excitons per dot and the modal gain.

The first point does not follow this linear dependence; this may be due to the low signal levels for this point, resulting in an inaccurate measurement of the gain and/or the spontaneous emission, or due to the non-trivial behaviour between these quantities discussed above. The gradient of the line predicts when all available ground states are full (x = 2) then a value of 1.12 is obtained, this is slightly higher than theoretical maximum of unity. However it is a reasonable figure given the uncertainties involved in these calculations.
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To look at this effect in more detail and further support for the idea of the incomplete inversion of the dot states this analysis has been repeated on the multi layered samples investigated in chapter 5.

![Figure 7.7](image)

Figure 7.7: - Ratio of the modal gain to the absorption as a function of the number of electron hole pairs per dot for the three (circles), five (squares), seven (triangles) and ten (crosses) layer samples.

All four samples show very similar relationships with a value of around 40% being obtained for the maximum fraction of the gain in each case. This is obtained with approximately 0.64 excitons in each dot (corresponding to 32% of the dot states being occupied.) A linear fit through all the data points predicts a value 1.08 for when all the dot states are occupied. These values again show a reasonable agreement within the experimental uncertainties. The similarity between the structures is not surprising due to the values of the gain per layer determined in chapter 5. This therefore shows that stacking the quantum dot layers does not result in an increased average occupancy of the dot states and hence the gain saturates at the same fraction of the maximum. The values obtained for these samples are similar to those determined previously for the HGTSL sample studied in chapter four (Figure 7.5). This again is a reasonable result as
the five layer sample studied here is a repeat of this structure and hence similar behaviour should be observed.

An increased modal gain was observed for the p-type modulation doped structures studied in chapter 5. The explanation given for this was an increased occupation of holes in the ground state. Therefore this analysis has been performed on these samples to see if the increased gain is linked to an increase in the average number of carriers per dot.

![Figure 7.8: Ratio of the ground state gain to absorption as a function of the average number of electron-hole pairs per dot.](image)

This clearly shows that as the doping is increased a higher fraction of the maximum possible gain can be achieved increasing from a value of approximately 0.8 for the un-doped to 0.87 for the 15-dopant case and further increasing to 0.91 for the 50-doped sample. This is linked with an increase in the average number of excitons per dot from 0.63 (corresponding to 31% of the states being occupied) for the un-doped sample to values of 0.85 (43%) and 1.02 (51%) for the 15 and 50-doped samples respectively. This information is summarised in Table 7.3.
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<table>
<thead>
<tr>
<th></th>
<th>Fraction of maximum gain achieved</th>
<th>Percentage of state occupied</th>
</tr>
</thead>
<tbody>
<tr>
<td>Un - doped</td>
<td>0.45</td>
<td>31</td>
</tr>
<tr>
<td>15-p dopants</td>
<td>0.49</td>
<td>43</td>
</tr>
<tr>
<td>50-p dopants</td>
<td>0.53</td>
<td>51</td>
</tr>
</tbody>
</table>

Table 7.3: Comparison of the fraction of the maximum gain achieved and the fraction of states occupied.

This information is clearly showing that the increase in the gain is due to an increased number of states being occupied. The values obtained for the fraction of the total gain achieved and the number of occupied states agrees reasonably well within the experimental uncertainties. This is therefore showing that the increased gain is due to an increased occupation of the dot states.

The analysis of the number of carriers in each state can be taken a step further to show the origin of the improvement due to p-type modulation doping. As described in chapter six, p-type doping is postulated to lead to an increase in the occupation of the states at a fixed injection level (quasi-Fermi level separation\(^{95,105,124}\)). Using the information obtained here (Figure 7.9) it is possible to determine the average number of excitons per dot as a function of the transparency point.
Figure 7.9: Number of excitons per dot as a function of the transparency energy for the un-doped (circles), 15-p dopants (squares) and 50-p dopants (triangles) samples.

This clearly shows that at a fixed transparency point a higher fraction of the ground state dot states are occupied as the level of doping is increased. As explained in chapter two if the carriers can be described by Fermi-Dirac statistics then the transparency point gives the value of the quasi-Fermi level separation. From studying the temperature performance of these structures (chapter seven) it was shown that by 300 K all three structures could be described by Fermi-Dirac statistics. Therefore Figure 7.10 shows that at a given quasi-Fermi level separation a higher percentage of states are occupied when p-type dopants are present. This is the origin of the subsequent improvement in the gain of p-doped structures as was initially predicted \cite{95,105,124} however this is the first experimental verification of the effect.
7.5 Non-Radiative Currents

Throughout the work in this thesis it has been seen that the majority of the current injected into quantum dot structures recombines through non-radiative channels. In chapter three the results on the HGTSL samples indicated that there were two separate non-radiative processes in these devices one which operates at low currents and a second which becomes important when higher states are occupied. The origin of the second process was shown to be most likely due to the non-radiative recombination of carriers in the excited state of the smaller dots. However the first process which limits the device efficiency to less than 20% (and is over the range where low threshold performance has been achieved \cite{52}) was not fully identified. Although the process seems to be associated with the ground state of the larger dots, it could be due to defect related recombination or Auger recombination.

The radiative lifetime information can be used to try and identify the origin of this non-radiative process by determining the non-radiative current as a function of the number of excitons in each dot. This has been done for the multi layered samples evaluated in chapter 4, at low injection currents (i.e. when the ground state emission is dominant). These samples showed an increasing non-radiative current over this regime as the number of layers was increased.
This plot clearly shows that for a fixed number of excitons per dot the non-radiative recombination increases as the number of layers is increased. If the non-radiative process were due to an Auger process the same amount of non-radiative recombination per layer should be obtained for the same number of excitons. As fewer carriers are being injected into the dots to achieve the same level of non-radiative recombination as the number of layers is increased, this suggests that the source of the non-radiative channel is caused by carriers recombining in defects external to the dots.

It was shown in chapter four that as the number of layers is increased the defect density also increases (possibly due to the added strain in the structure), it is then these defects that lead to the non-radiative recombination increasing.

This analysis has shown that in the quantum dot samples studied in this work the primary source of non-radiative recombination is due to defect related processes, limiting the efficiency to less than 20% at low injection levels. Therefore despite the excellent performance obtained from these structures (threshold currents of 31 Acm⁻²...
and room temperature lasing from 1 mm long cavities\textsuperscript{125} the performance of the devices can in principle be greatly enhanced. The defect density could potentially be reduced by further optimisation of the GaAs spacer layers \textsuperscript{126} or through the use of alternative strain reduction layers.

This form of analysis for the non-radiative current can also be performed for the doped structures studied in chapter 5, to try and identify the origin of the additional non-radiative recombination observed in the 5 layer structures.

\begin{figure}[h]
\centering
\includegraphics[width=0.5\textwidth]{figure7.11}
\caption{Non-radiative current density as a function of the number of excitons per dot for the un-doped (circles), px15 doped (squares) and px50 doped (triangles) samples at 300 K.}
\end{figure}

These three samples show a similar dependence for the non-radiative current; this seems to rule out additional defect recombination in the doped samples as this would result in the behaviour observed in Figure 7.11. If the additional non-radiative recombination was due to increased Auger process or leakage of carriers then non-radiative current would be the same for the same number of excitons and the observed effects would be due to the devices being injected to different levels. Therefore either increased Auger or loss of holes seem responsible for the observed increase, however
these are intrinsic processes and would also be expected to lead to an evaluated rise in non-radiative recombination in the seven layer doped samples studied.

7.6 Conclusions

The work described in this chapter has shown that the average spontaneous lifetime per dot can be determined from the optical cross section of the dot. As such lifetimes have been determined for both the large and small dots of all the samples studied in the previous chapters. It has been found that the larger dots have a longer lifetime and that the lifetime of a single dot is unaffected by stacking the layers or introducing modulation doping.

The effect of the temperature on the lifetime has also investigated, it has been shown that lifetime of a single dot is unaffected by the temperature. However the lifetime of the ensemble could still possibly be temperature dependent. This is due to the non-radiative lifetime and / or the transport of carriers across the structure changing as the temperature is changed, resulting in long lifetimes at low temperatures.

From the spontaneous lifetime and the measured spontaneous emission it has been possible to determine the fraction of the ground state dot states occupied by carriers. It has been found that only 30 – 40 % of the states are occupied, resulting in the modal gain only being able to reach approximately 40 % of its maximum value.

The introduction of p-type modulation doping has been shown to result in a higher fraction of dot states being occupied and hence enabling a higher maximum gain to be reached. Furthermore the improvements due to p-type doping have been shown to be due to an increase in the fractional occupation of the states at a fixed quasi-Fermi level separation.
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Through determining the spontaneous lifetime it has been possible to evaluate the origin of non-radiative processes in these structures. It has been shown that the major source of non-radiative recombination in these quantum dot structures is from defect related processes; as such it is theoretically possible to greatly improve on the current performance available.
8. Summary and Future Prospects

8.1 Summary:

The work in this thesis has evaluated the performance of self-assembled InAs quantum dot lasers operating at 1.3 μm, by evaluating the modal absorption and gain along with the recombination currents in a variety of structures. Threshold current measurements have also been performed as a function of cavity length.

These structures are important as they offer a potential way to develop semiconductor laser diodes grown on GaAs substrates that operate over the technologically important wavelength range 1.3 – 1.6 μm. This will provide cheaper, more efficient and less temperature sensitive lasers to operate over these wavelengths, when compared to alternative approaches.

To enable these structures to be fully characterised, the modal gain and recombination paths have been analysed. Knowledge of the modal gain spectra allows for accurate design of VCSEL cavities for surface emission at 1.3 μm, while knowledge of the radiative and non-radiative currents allows the efficiency of the structures to be determined and optimised.

In this work a large number of different structures have been studied, with a primary aim of maximising the modal gain and the radiative recombination. It has been shown that the distribution and quality of the dots formed is heavily influenced by the growth conditions (chapters 3 and 4). It has been shown to be likely that the dots form in a bi-modal distribution and that both the number of dot layers stacked and the growth parameters of the GaAs spacer layers can influence this, shifting the dots towards a more mono-modal distribution.
The non-radiative recombination in these structures has also been shown to be comprised of two separate mechanisms (chapters 3 and 4). The first of these was found to be associated with defect and dislocation formation, limiting the overall efficiency to around 20% at room temperature. The second was shown to be most likely due to non-radiative recombination in the smaller dots, leading to a further reduction in efficiency at high injection currents. However stacking more quantum dot layers appears to reduce the number of smaller dots, and hence limit the second process. The increased number of layers also appears to increase the number of defects increasing the first non-radiative process. It has also been shown that the growth of the GaAs spacer layers can also reduce the number of defects forming leading to improved efficiencies and performance. From all the structures studied in this work it appears that the major non-radiative currents in these samples is due to defect related processes. As such it would appear that Auger related processes are not responsible for the effects observed in this work.

The spontaneous lifetime of the dots in each structure were also evaluated (in chapter 7). This was achieved by determining the optical cross section for the large and small dots from absorption measurements. It was shown that all the structures investigated in this thesis had similar lifetimes of $2.0 \pm 0.5$ ns and $0.6 \pm 0.4$ ns for the large and small dots respectively. It was also shown that the lifetime is temperature insensitive. The lifetime measurements were used to convert radiative currents into the number of excitons present at a given injection level. This information was used to show that gain saturation in quantum dot structures is due to the incomplete occupation of dot states, as suggested previously $^{32}$, with typically only a third of the quantum dot states being occupied, resulting in a gain per layer of $1.2 \pm 0.2$ cm$^{-1}$ in most of the samples investigated.
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The notion of modulation doping in quantum dot structures has also been investigated (chapters 5 and 6). It was shown that n-type modulation doping alters the growth of the subsequent dots, most probably via diffusion of the donors. However it was shown that p-type dopants could be successfully incorporated into InAs structures without altering the subsequent dot growth or the internal scattering loss, with a value of $2 \pm 2 \text{ cm}^{-1}$, being measured in all the samples studied. The p-doped structures exhibited an increased gain at a fixed transparency point. However due to an increased non-radiative contribution in some of the doped structures this improvement was not always seen in the gain current curves. From the lifetime measurements it was shown that this improved gain is due to an increased occupation of states at a given transparency point, as originally predicted $^{95,105,124}$, resulting in an increased occupancy of 43% and 51% for the 15 and 50-p doped samples respectively.

The temperature dependence of the threshold current in p-doped and intrinsic quantum dot samples was also investigated (chapter 6). It was shown that the presence of p-dopants can result in temperature insensitive threshold currents or decreasing thresholds with increasing temperature. For a 2 mm long cavity for the 15-p doped sample an initial decrease of $100 \text{Acm}^{-2}$ occurs between 180 and 290 K, before the threshold increases at higher temperatures. By separately investigating the behaviour of the modal gain and the non-radiative current at a fixed injection level the lowering threshold current was shown to be due to the temperature dependence of the modal gain. By studying the shape of the spontaneous emission and the carrier distribution as a function of temperature, it was shown that the temperature dependence of the gain originates from the carriers moving from a random population distribution to a thermal distribution at higher temperatures in the doped structures compared to intrinsic devices.
8.2 Comparison to other results and optimisation

The highest reported modal gain to date for an InAs quantum dot system operating at 1.3 μm is 41 cm$^{-1}$ (corresponding to a gain of 6 cm$^{-1}$ per layer$^{126}$, allowing pulsed room temperature lasing from a 360 μm long cavity with a current density of 622 A cm$^{-2}$. The highest modal gain achieved in this work$^{125}$ is 15 cm$^{-1}$ (a gain per layer of 3 cm$^{-1}$) leading to ground state lasing from a 1 mm long cavity with a threshold current density of 210 A cm$^{-2}$.

Previous work on p-type modulation doping has indicated that the presence of dopants leads to an increase in the threshold current density of a laser structure$^{100,103}$. The data presented in chapter six, shows that both doped and undoped structures exhibit a very similar threshold current density at room temperature for 2 mm long cavities.

The improved HGTSJ structure studied in chapter three results in a $T_0$ value of 85 K (over the temperature range 20 – 70°C)$^{125}$, which is similar to other best reported $T_0$ values for undoped quantum dot structures$^{98}$. The inclusion of p dopants has been shown to lead to a temperature insensitive (an infinite $T_0$) or even a decreasing threshold with increasing temperature (negative $T_0$) over certain temperature regimes$^{77,97,100,109}$, this is in agreement with other reports of p-doped laser structures.

This overview shows that both the doped and undoped structures evaluated and developed in this work are comparable to the best reported results in the literature, with the lowest reported room temperature threshold current density for a p-doped laser reported from this work.

Current commercial lasers operating at 1.3 μm are based on InGaAlAs quantum wells grown on InP substrates. The best reported$^{127}$ modal gain from such structures is 18 cm$^{-1}$, allowing room temperature operation from a 250 μm long cavity with high
reflective coatings. These devices give a $T_0$ of 95 K in the range from 20 – 80 °C. An alternative system for operation at 1.3 µm is based on so called ‘dilute nitrogen’ quantum wells, these are GaInAsN quantum wells grown on GaAs substrates, these currently give modal gains of around 20 cm$^{-1}$ with $T_0$ values of 120 K over the same temperature range$^{128}$. Therefore these results clearly show that quantum dot structures offer a viable alternative to current systems with higher reported modal gains and much improved temperature sensitivity.

The results in this thesis can be used to determine the optimum growth conditions for an InAs quantum dot laser, i.e. what conditions maximise the gain and minimise the non-radiative current. The results in chapter three show that the optimum GaAs matrix growth conditions are a thickness of 35 nm, with the final 20 nm grown at a temperature of 620°C. These conditions minimise the number of smaller dots that form, as well as resulting in a greater uniformity of the larger dots. This has been shown to lead to an enhancement in the modal gain that can be achieved at 1.3 µm, while also improving the radiative efficiency. In chapter seven it was shown that the inclusion of p-type doping increases the modal gain available, however it was also observed that the non-radiative current can also increase in the presence of dopants. It should also be noted that the incorporation of the dopants had to be carefully considered to avoid diffusion into the dots, as such the modified growth conditions of the spacer layer, may not make it feasible to include p-dopants. The data on stacking multiple layers in chapter four revealed that as the number of layers is increased, the density of large dots remains the same in each layer, while the number of the smaller dots decreases leading to an increased density of non-radiative centres. This was explained due to the increase in the overall strain in the structure (generated by the In content of the wells and the dots themselves) increasing as the number of layers increased. This increased strain
results in an increase in the number of large incoherent islands forming, which grow in size from the accumulation of material from the smaller dots. It was shown that up to ten layers could be stacked without adversely affecting the ground state modal gain, however due to the increased number of non-radiative centres the non-radiative current also increased. The improvements observed from modifying the spacer layer, should help to stack quantum dot layers. The improved structure, showed a decrease in both the number of small dots forming and the number of non-radiative centres present in a five layer structure. As such the inclusion of these layers should help to improve the performance of structures with a higher number of stacked layers, this is due to a decreased number of smaller dots, limiting the amount of material that can nucleate to form large non-radiative centres, as well as the improved structure resulting in a reduced strain accumulation, which will reduce the number of defects that form. As such from this work the optimal structure for laser performance at 1.3 \, \mu m would involve an undoped ten layer DWELL stack with 35 nm modified HGTSLs, as this should both maximise the gain and minimise the non-radiative currents.

**8.3 Future Prospects:**

The work in this thesis has helped develop and improve the performance of InAs quantum dot structures. However there still are several areas which can be explored further to enable the optimisation of quantum dot laser structures.

With the incorporation of the modified HGTSLs, it may be possible to stack more DWELL layers, before the amount of strained material leads to considerable defect formation for the reasons discussed above. A further problem with adding additional layers is the reduced interaction with the optical field, for the structures studied in chapter four it was found that the average optical field strength per DWELL
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decreased to 83 % for the ten layer sample (compared to a hypothetical 1 layer sample). If the number of DWELLs was increased to 15, this would reduce the average field strength to 54 %, severely reducing the impact of including extra layers. As such with these structures there would seem to be only a minimal improvement possible if the number of layers was increased much beyond 10, while the possibility of defect formation would become more significant as the number of stacks was increased.

As speculated previously the inclusion of p-type dopants into the modified GaAs spacer layers may help to lead to further improvements. However the work in chapter five which showed that p-type dopants can be incorporated into quantum dot structures, without significantly increasing the non-radiative losses, resulting in improved gain current performance used 50 nm GaAs spacer layers and not the improved 35 nm spacers evaluated at the end of chapter three. It would therefore be interesting to investigate doped samples using 35 nm spacer layers to see if the improvements due to doping and smoother GaAs surfaces can be combined or if the reduced thickness results in the dopants diffusing into the dots.

To cover the telecommunications market the emission wavelength needs to be extended further towards 1.55 μm. Longer wavelength emission from InAs quantum dot structures has recently been reported by several groups \(^{129-132}\). However the techniques used to grow these structures results in low dot densities, therefore limiting the modal gain available. It would be interesting to characterise samples emitting at longer wavelengths to quantify the effect of the reduced density on the gain as well as evaluating the radiative and non-radiative currents in these structures. The techniques used in this work should also be applicable in longer wavelength dot structures. By using similar HGTSLs and annealing techniques it should be possible to improve the GaAs growth surface. As observed in this work, this should lead to an increased density
of dots and an improved inhomogeneous broadening of them, while reducing the number of defects and non-radiative centres in the structure. Likewise it should be possible to use p-type dopants in these longer wavelengths dots to address the asymmetry in the quasi-Fermi levels and hence increase the occupation of the dots, leading to an enhancement of the available modal gain.
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