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Abstract Humans have the ability to perceive 3D shapes
from 2D projections of rotating 3D objects, which is called
Kinetic Depth Effects. This process is based on a variety of
visual cues such as lighting and shading effects. However,
when such cues are weakened or missing, perception can
become faulty, as demonstrated by the famous silhouette
illusion example – the Spinning Dancer. Inspired by this,
we establish objective and subjective evaluation models of
rotated 3D objects by taking their projected 2D images
as input. We investigate five different cues: ambient
luminance, shading, rotation speed, perspective, and color
difference between the objects and background. In the
objective evaluation model, we first apply 3D reconstruction
algorithms to obtain an objective reconstruction quality
metric, and then use a quadratic stepwise regression analysis
method to determine the weights among depth cues to
represent the reconstruction quality. In the subjective
evaluation model, we design a comprehensive user study to
reveal correlations on the reaction time/accuracy, rotation
speed, and the perspective. The two evaluation models
are generally consistent, and can largely benefit the
inter-disciplinary research of visual perception and 3D
reconstruction.
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Fig. 1 The Spinning Dancer. Due to the lack of visual cues, it confuses humans
as to whether rotation is clockwise or counterclockwise. Here we show 3 of 34
frames from the original animation [21]. Image courtesy of Nobuyuki Kayahara.

1 Introduction

The human perception mechanism of the 3D world has
long been studied. In the early 17th century, artists
developed a whole system of stimuli of monocular depth
perception especially on shading and transparency [30]. The
loss of depth perception related stimuli leads to a variety
of visual illusions, such as the Pulfrich effect [3]. In this
example, with a dark filter on the right eye, dots moving to
the right seem to be closer to participants than dots moving
to the left, even though all the dots are actually at the same
distance. This is caused by slower human perception of
darker objects.

When a 3D object is rotating around a fixed axis, humans
are capable of perceiving the shape of the object from its
2D projections. This is called the Kinetic Depth Effect [40].
However, when the light over the object is disabled, humans
can only perceive partial 3D information from the varying
silhouette of the kinetic object over time, which easily leads
to ambiguous understanding of the 3D object. One typical
example of this phenomenon is the Spinning Dancer [21, 39]
(see Fig. 1 for some sample frames). The dancer is observed
to be spinning in clockwise or counterclockwise directions
by different viewers. Such ambiguity implies that more cues
are needed for humans to make accurate depth judgements

1



2 Meng-Yao Cui et al.

for 3D objects. Visual cues such as occlusion [13], frame
timing [19], speed and axis of rotation [15] are widely
studied by researchers. In addition, the perspective effects
also affect the accuracy of direction judgements [5].

In this paper, we make in-depth investigations on how
visual cues influence the perception of Kinetic Depth
Effects from two aspects, including objective computational
modeling, and subjective perceptual analysis. We formulate
and quantify visual cues from both 3D objects and their
surrounding environment. On the one hand, we make
a comprehensive subjective evaluation to correlate the
subjective depth judgement of a 3D object and its visual
conditions. On the other hand, as depth perception largely
depends on the quality of shape reconstruction in mind, we
also propose an objective evaluation method based on 3D
computational modeling [31]. This allows us to quantify
the impacts of the involved visual cues. The impact factors
are achieved by solving a multivariate quadratic regression
problem. Finally, we analyze the interrelations between the
proposed subjective and objective evaluation models, and
reveal the consistent impacts of visual cues on such models.

In summary, our work makes the following major
contributions:
� A novel objective evaluation of Kinetic Depth Effects

based on multi-view stereo reconstruction.
� A novel subjective evaluation of Kinetic Depth Effects

from a carefully designed user study.
� A detailed analysis of how visual cues affect depth

perception based on our subjective and objective
evaluations.

2 Related work

Our work focuses on objective computational modeling
and subjective analysis of 3D perception of Kinetic Depth
Effects under different visual conditions. We first discuss
related work on visual perception through psychological
and computational approaches, and then briefly describe the
relevant reconstruction techniques employed in this work.
Psychology research on shape perception. For monocular
vision, shading effect contains rich information [30].
Compared with diffuse shading, specular shading helps to
reduce underestimate of cylinder depth by subjects [36].
However, the shading effect can be ambiguous in some
cases. For example, when the illumination direction
is unknown, it is hard to judge shape convexities and
concavities, and humans tend to assume that illumination
comes from above [17]. Besides, when the level of overall
illumination is low, the effect of the shadows is tended to be
assumed coming from overall illumination [41].

Motion information also benefits shape perception. The
inherent ambiguity of depth order in the projected images

of 3D objects can be resolved by dynamic occlusion [26].
Perspective also gives rich information of 3D objects during
this process [14]. The human visual system can induce
3D shapes from 2D projections of rotated objects [40],
interpolating the intervening smooth motion from two
images of rotated objects [44].

The color information is very important not only in
immersive scene representation [6, 7, 24, 25] but also in
depth perception of psychology. Isono and Yasuda [18] find
that chromatic channels can contribute to depth perception
using a prototype flickerless field-sequential stereoscopic
television system. Guibal and Dresp [16] realize that the
color effect is largely influenced by luminance contrast and
stimulus geometry. When shape stimuli are not strong, color
could make an illusion of closeness [32].
Computational visual perception. This research area
has been extensively studied in the computer graphics
community. Here we briefly describe the most relevant
works on perception-based 2D image processing and 3D
modeling.

In terms of 2D images, Chu et al. [10] present a
computational framework to synthesize camouflage images
that can hide one or more temporally unnoticed figures
in the primary image. Tong et al. [38] propose a hidden
image framework that can embed secondary objects within
a primary image as a form of artistic expression. The edges
of the object to be hidden are firstly detected, and then an
image blending based optimization is applied to perform
image transform as well as object embedding. The study of
Kinetic Depth Effects often uses subjective response [11],
and some researchers also use the judgement of the rotation
direction as the response [5].

Similar to image-based content embedding and hiding,
3D objects can be embedded into 2D images [28], where
the objects can be easily detected by humans, but not by
an automatic method. Researchers also generate various
mosaic effects on both images [43] and 3D surfaces [23].
A computational model for the psychological phenomenon
of change blindness is investigated in [27]. As change
blindness is caused by failing to store visual information
in short-term memory, the authors model the influence
of long-range context complexity, and synthesize images
with a given degree of blindness. Illusory motion is
also studied as self-animating images in [9]. In order to
computationally model the human motion perception of a
static image, repeated asymmetric patterns are optimally
generated on streamlines of a specified vector field. Tong et
al. [37] create self-moving 3D objects using the hollow-face
illusion from input character animation, where the surface’s
gradient is manipulated to fit the motion illusion. There
are also some research works on rendering, designing and
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