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5Interdisziplinäres Zentrum für Wissenschaftliches Rechnen, Universität Heidelberg, INF 205, D-69120 Heidelberg, Germany
6School of Physics and Astronomy, Queens Buildings, The Parade, Cardiff University, Cardiff CF24 3AA, UK
7Harvard Astronomy, Harvard-Smithsonian Center for Astrophysics, 60 Garden St, Cambridge, MA 02138, USA

Accepted 2020 November 3. Received 2020 November 2; in original form 2020 May 12

ABSTRACT
We present a statistical analysis of the gravoturbulent velocity fluctuations in molecular cloud complexes extracted from
our ‘Cloud Factory’ Galactic-scale interstellar medium (ISM) simulation suite. For this purpose, we produce non-local
thermodynamic equilibrium 12CO J = 1 − 0 synthetic observations and apply the principal component analysis (PCA) reduction
technique on a representative sample of cloud complexes. The velocity fluctuations are self-consistently generated by different
physical mechanisms at play in our simulations, which include Galactic-scale forces, gas self-gravity, and supernova feedback.
The statistical analysis suggests that, even though purely gravitational effects are necessary to reproduce standard observational
laws, they are not sufficient in most cases. We show that the extra injection of energy from supernova explosions plays a
key role in establishing the global turbulent field and the local dynamics and morphology of molecular clouds. Additionally,
we characterize structure function scaling parameters as a result of cloud environmental conditions: some of the complexes
are immersed in diffuse (interarm) or dense (spiral-arm) environments, and others are influenced by embedded or external
supernovae. In quiescent regions, we obtain time-evolving trajectories of scaling parameters driven by gravitational collapse and
supersonic turbulent flows. Our findings suggest that a PCA-based statistical study is a robust method to diagnose the physical
mechanisms that drive the gravoturbulent properties of molecular clouds. Also, we present a new open source module, the
PCAFACTORY, which smartly performs PCA to extract velocity structure functions from simulated or real data of the ISM in a
user-friendly way.
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1 INTRODUCTION

The relative importance of the physical mechanisms involved in
star formation has been subject to intense debate over the last
decades. Undoubtedly, gravitational effects govern the concluding
stages of individual star-forming systems (Mac Low & Klessen 2004;
Krumholz & Tan 2007; Keto & Zhang 2010; Ballesteros-Paredes
et al. 2011; Traficante et al. 2018a,b), but additional factors may play
a role on the larger scales where gas is assembled into molecular
clouds and successive fragmentation takes place (Bergin & Tafalla
2007; Klessen & Glover 2016). Observational data from the latest
generation of telescopes have confirmed that, far from being isolated
systems, stars are formed within large-scale molecular cloud com-
plexes (10−60 pc) that form in the cold interstellar medium (ISM;
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Blitz 1993; Williams, Blitz & McKee 2000). These cloud complexes
consist of interconnected molecular clouds (2−20 pc) that, at the
same time, exhibit high degrees of sub-structuring over subsequent
scales (Falgarone, Puget & Perault 1992) and filamentary signatures
(André et al. 2010; Ragan et al. 2014; Smith, Glover & Klessen
2014b; Arzoumanian et al. 2019). Thus, studying the dynamics of
molecular structures in different spatial regimes becomes highly rele-
vant to uncover the nature and evolution of star formation properties.

A few decades ago, Larson (1979, 1981) discovered a sys-
tematic increase of the global velocity dispersion �υ (km s−1)
with the projected size L (pc) of diverse molecular associations
(�υ ∝ L0.38) using mostly optically thin (13CO, H2CO, NH3) but
also optically thick tracers (12CO). Larson interpreted this hierar-
chical behaviour to be a consequence of energy transport across
successive spatial scales as it is reminiscent of the Kolmogorov
structure law (δυ ∝ l1/3, where lower case δυ and l indicate
internal velocity fluctuations and spatial scales), derived from the
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statistical framework developed by Kolmogorov (1941) and Onsager
(1949) for viscous incompressible (subsonic) turbulent fluids.1 This
linewidth–size relationship, often termed the (first) Larson law,
would lay the groundwork for subsequent literature on the role of
turbulence in setting dynamical signatures of the ISM.

Solomon et al. (1987) focused on a more homogeneous sample
of clouds and reported a similar but slightly steeper linewidth–size
relationship (δυ ∝ l1/2) using 12CO data. They interpreted this result
as a consequence of virial equilibrium under the premise that the
mean surface density of clouds is independent of size. However,
this idea would be contradicted a few decades later by Heyer et al.
(2009) who re-examined the same objects using a lower opacity
tracer (13CO) and higher spectral and angular resolution. In any case,
classical statistical-hydrodynamic theories (e.g. Kraichnan 1974;
Fournier & Frisch 1983) derived the same velocity scaling index
(γ 2 = 1/2) for fluids in a compressible (supersonic) turbulent field,
which thereby suggests that energy dissipation in molecular clouds
not only occurs at small scales (where viscosity dominates) but can
be driven by supersonic shocks at larger scales as well (McKee &
Ostriker 2007).

Turbulence is essential not only for triggering primordial density
enhancements and seeding star formation, but also for regulating the
onset of new stellar systems. Compressible (supersonic) turbulent
velocity fields generate large-scale converging flows and strong
density fluctuations, which, by the action of gravity, may end up
collapsing and forming new stars in the most massive regions (Mac
Low & Klessen 2004). At the same time, turbulence is a key
mechanism for controlling star formation rates as it acts against
gravity, which alongside support from magnetic forces, prevents run-
away gravitational collapse (Falgarone et al. 1992; Federrath 2018).
Further details about a gravoturbulent scenario for fragmentation in
molecular clouds and its implications for star formation properties
can be found in Klessen et al. (2004).

Additionally, the interplay between supersonic turbulence and
local gravitational forces produces particular gas density distri-
butions. High column densities associated with massive regions,
dominated by self-gravity, exhibit power-law probability density
functions (PDFs; Ballesteros-Paredes et al. 2011; Schneider et al.
2015). Conversely, low column densities dominated by turbulent
supersonic motions yield lognormal PDFs (Vazquez-Semadeni 1994;
Kainulainen et al. 2009) that can also exhibit non-Gaussian wings
due to intermittency effects (Federrath et al. 2010a). The range
of densities in cloud complexes is typically wide (102–105 cm−3,
Mac Low & Klessen 2004), which implies that density distributions
from realistic scenarios (see e.g. Schneider et al. 2002) are in
general a combination of both profiles (Hennebelle & Chabrier 2008;
Kainulainen et al. 2009; Burkhart 2018). Gravoturbulent mechanisms
are hence crucial to establish stellar and core initial mass functions
that may be closely related to the mass distribution of parental clouds
(Padoan & Nordlund 2002; Hennebelle & Chabrier 2009).

A great deal of effort has also been expended on understanding
the origin of non-thermal motions in the cold ISM. Heyer &
Schloerb (1997) adapted the principal component analysis (PCA)
reduction technique to investigate the turbulent behaviour of indivial
cloud complexes using spectroscopic data. The method consists

1However, Larson (1981) also hinted at the possibility of supersonic turbu-
lence in molecular clouds given the steeper scaling exponent compared to that
of Kolmogorov’s law. Larson interpreted this as a lack of velocity fluctuations
at small scales caused by energy dissipation at larger scales via supersonic
shocks.

in finding non-redundant representative components of (molecular)
line emission data to extract velocity fluctuations δυ (km s−1)
associated with characteristic spatial scales l (pc) of the analysis
region. They applied the algorithm to synthetic and real objects and
found power-law dependencies analogous to the Larson linewidth–
size relationship. Several studies were then carried out to connect
the scaling parameters retrieved from this method to their intrinsic
hydrodynamic structure function (Brunt & Heyer 2002; Brunt et al.
2003; Heyer & Brunt 2004; Roman-Duval et al. 2011; Brunt &
Heyer 2013), responsible for describing the 3D velocity fluctuations
field as a function of the spatial separation of particles in the fluid.
Other works tested the sensitivity of the technique to different
feedback conditions. Heyer, Williams & Brunt (2006) found distinct
relationships for clouds inside (δυ = (1.00 ± 0.04)l0.79 ± 0.06) and
outside (δυ = (0.70 ± 0.03)l0.66 ± 0.06) an ionization front driven by
a cluster of massive stars in the Rosette cloud complex. Bertram
et al. (2014) used numerical simulations of molecular clouds with
imposed turbulent fields and noticed variations in PCA-derived
exponents when changing mean densities and optical depths. Using
12CO intensity, they infer a steeper relationship δυ ∝ l0.82 ± 0.03

for clouds with gas mean density n = 300 cm−3, compared to the
δυ ∝ l0.59 ± 0.02 for n = 100 cm−3. Also, they suggest that using 13CO,
which is an optically thinner tracer, can lead to slightly different
relationships (δυ ∝ l0.74 ± 0.02 for n = 300 cm−3). These findings
make the technique an interesting tool to investigate the nature of
non-thermal motions in the ISM.

Magnetohydrodynamic simulations carried out by de Avillez &
Breitschwerdt (2005) and Joung, Mac Low & Bryan (2009) in-
cluded a global Galactic context to consistently investigate the ISM
evolution. They found that several observational properties of the
ISM turbulence can be reproduced in supernova feedback-dominated
scenarios. However, due to the achievable spatial resolution (∼1.5 pc)
and the lack of local gravitational effects, they could not study the
internal structure and dynamics of molecular clouds in detail.

Later, in order to uncover the structure of turbulent motions
in molecular clouds, Federrath et al. (2010a) simulated synthetic
turbulent fields made up of two different forcing components,
solenoidal and compressive, within periodic uniform grids assuming
isothermal gas. They suggest that molecular clouds have generally
different mixtures of forcing, in which the solenoidal component is
associated with quiescent regions with low star formation activity,
and the compressive component to regions dominated by sources
of strong energy feedback. This is supported by observations of
quiescent and active star-forming regions or a combination of both
scenarios (Heyer et al. 2006; Hacar et al. 2016).

More sophisticated high-resolution simulations were then devel-
oped to try to explain the origin and nature of these turbulent
motions. Klessen & Hennebelle (2010) provided analytic and nu-
merical calculations including magnetic fields, self-gravity, and a
standard ISM cooling function to show that accretion processes
can drive the observed turbulence on several scales, from galaxies
to protostellar discs. They used converging flows of accretion,
incoming from the computational boundary with superimposed mean
velocities and fluctuations, and obtained a linewidth–size relation
�υ = 0.8(L/pc)0.5 km s−1 compatible with Larson’s law. This
suggests that the turbulent scenario is similar to the classical energy
cascade process from large to small scales, driven by outside-
cloud phenomena. However, further work on energy injections
from supernovae explosions (Gatto et al. 2015; Walch et al. 2015;
Girichidis et al. 2016; Pan et al. 2016), stellar outflows (Nakamura &
Li 2007; Cunningham et al. 2011; Federrath et al. 2014) and H II

regions (Peters et al. 2017; Haid et al. 2018), would demonstrate
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5270 A. F. Izquierdo et al.

that the role of stellar feedback is also essential in configuring the
turbulent field of molecular clouds (for a summary see also Klessen &
Glover 2016). In particular, ISM simulations presented by Padoan
et al. (2016a,b, 2017) claimed that the structure and dynamics of
molecular clouds are a natural consequence of a supernovae-driven
scenario, and suggest that supernovae energy injection is necessary
to set and maintain the turbulent cascade observed in molecular
clouds. They generated random supernovae over a periodic cubic
box of 250 pc, with high (sub-parsec) spatial resolution, but at the
cost of considering neither the large-scale gravitational potential nor
differential rotation.

Our Cloud Factory simulations seek to address this limitation by
including both supernova feedback and the large-scale Galactic envi-
ronment with high enough resolution to study the internal turbulence
within clouds. We take into account the global Galactic context using
a multicomponent gravitational potential and Galactic differential
rotation while, at the same time, resolving selected molecular clouds
with cell masses as small as 0.25 M�. We include stellar feedback in
the form of supernovae, both randomly distributed across the Galaxy
and tied to sites of star formation, as well as local gravitational
forces and molecular chemistry. In this work, we use full non-local
thermodynamic equilibrium (LTE) radiative transfer calculations and
the PCA technique on our cloud complexes to investigate the detailed
signatures of non-thermal motions over a wide range of spatial scales
provided by our simulations. Full radiative transfer modelling is
necessary to produce realistic synthetic observations that can be
readily compared to observational data with analogous methods.
Our analysis aims at investigating the role of clustered supernova
feedback and local and large-scale gravitational forces in configuring
the velocity fluctuations field of the cold ISM. We conclude that our
simulations are able to self-consistently generate cloud complexes,
with realistic turbulent fields, which can be used in future studies of
clustered star formation in a Galactic context.

We briefly present the main aspects of our Cloud Factory simula-
tion suite and the selected cloud complexes in Section 2. Sections 3
and 4 are dedicated to the radiative transfer set-up and statistical
description of velocity fluctuations in fluids. In Section 5, we outline
the general workflow and explain the three PCA extraction methods
explored in the paper. We then present in Section 6 the results split by
physical scenario (6.1), line-of-sight projection (6.2), time snapshot
(6.3), and analysis scale (6.4). We provide a discussion on the re-
semblance of our self-consistently generated clouds to observational
data and the role of supernovae feedback in Section 7, and wrap up
with the conclusions of the work in Section 8. In Appendix A, we
add supporting figures including edge-on cloud column densities,
line emission, and optical depth profiles, and also show variations
in PCA-derived parameters when assuming LTE and large velocity
gradient (LVG) level populations for the radiative transfer.

2 THE CLOUD FACTORY SIMULATION SUITE

2.1 The hydrodynamic code and physical ingredients

The cloud complexes that we examine in this work are extracted
from our Cloud Factory simulation suite (Smith et al. 2020, hereafter
Paper I), which is built on a version of the AREPO code (Springel
2010; Pakmor et al. 2016) customized with a set of physical/chemical
modules that account for various mechanisms taking place in the cold
molecular ISM such as

(i) the Galactic gravitational potential,
(ii) time evolution of CO and hydrogen chemistry,

(iii) ultraviolet (UV) extinction considering H2 and CO shielding
properties, and dust absorption,

(iv) star formation via sink particles, and
(v) injection of (energy/momentum) feedback from supernova

explosions.

We use an analytic description of the large-scale gravitational
potential of the Galaxy to efficiently determine and control its
influence on the dynamics of mesh cells in each time-step of the
simulation. The potential is a combination of a dark-matter halo,
a bulge, and a gas disc with thin and thick components. We use
the best-fitting model of McMillan (2017), which is constrained by
observations of the Milky Way. Additionally, we include a four-
armed spiral component from Cox & Gómez (2002) and a consistent
spiral perturbation to the potential, already implemented in Smith
et al. (2014a). The density profiles spawning the large-scale potential
are fully described in Paper I.

Our gas chemistry description adopts the approach of Nelson &
Langer (1997), where the CO evolution is a simplified treatment that
assumes a direct conversion between the C+ and CO abundances
(intermediate species are neglected). The CO formation is triggered
by a radiative association between C+ and H2 to form hydrides that
react afterwards with atomic oxygen. The CO destruction depends on
the UV photodissociation rate from de Jong (1977) and Falgarone &
Puget (1985), which is a function of the gas number density and the
strength of the UV portion of the interstellar radiation field (assumed
in our simulations to be that of the solar neighbourhood derived
by Draine 1978). We use the TREECOL algorithm (Clark, Glover &
Klessen 2012) to compute the UV extinction of the medium by
considering H2 and CO self-shielding, the shielding of CO by H2,
and the shielding of both by dust absorption.

Regarding the convergence of CO abundance in our simulations,
at our highest resolution points for a number density of 104 cm−3

we have a resolution of 0.05 pc or smaller (see fig. 4 in Paper I),
which compares well with the converging flow spatial resolution
requirement from Joshi et al. (2019). It is unclear that we meet
their convergence criterion everywhere as our resolution is spatially
variable. However, when we plug a conservative estimate of the
internal velocity dispersion in 0.1 pc scales in their criterion, we
meet the resolution requirement at these densities.

The non-equilibrium hydrogen chemistry from Glover & Mac Low
(2007a,b), implemented in our Cloud Factory, involves reactions
between molecular (H2), atomic (H), and ionized (H+) hydrogen,
electrons, cosmic rays, dust grains, and the UV radiation field. This
encompasses H2 formation on grains, collisional and photodissoci-
ation of H2, cosmic rays and collisional ionization of H, and H+

recombination in the gas phase or on dust grains. The net energy
exchange due to radiative and chemical gas heating or cooling is
computed using an atomic and molecular cooling function as outlined
in Clark et al. (2019).

Our model of star formation uses a hybrid approach based on
sink particles that can represent either individual stellar systems
or clusters of stars depending on the target mass resolution of
the region where they form. In order to become a sink particle,
following Bate, Bonnell & Price (1995) and Federrath et al. (2010b),
a cell and its neighbours have to be above a critical density ρc

and satisfy energy checks to confirm that they are bound and the
internal collapse is runaway: the cells must be located on a local
minimum of the gravitational potential, outside the accretion radius
of any other sink particle and have inwardly directed velocities and
accelerations. Sink particles behave like non-gaseous bodies that
interact gravitationally with the surrounding medium and can accrete
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material from neighbouring bound cells that are within a given sink
accretion radius. Sinks are especially helpful to set up a natural
halt threshold in the code and prevent excessive mesh refinements
(Hubber, Walch & Whitworth 2013) but at the same time to keep track
of the sites where stellar feedback will be injected in form of thermal
energy and/or momentum from supernovae explosions (Gatto et al.
2015; Walch et al. 2015; Girichidis et al. 2016; Padoan et al. 2016a,b;
Pan et al. 2016). In this paper, we only consider supernovae as
they are the most energetic source of stellar feedback and generally
accepted to be the dominant driving mechanism of turbulence in star-
forming galaxies (Mac Low & Klessen 2004; Padoan et al. 2016a).
Either way, other mechanisms such as outflows/jets (Nakamura & Li
2007; Cunningham et al. 2011; Federrath et al. 2014), stellar winds
(Dale & Bonnell 2008; Gatto et al. 2017; Peters et al. 2017) and local
photoionizing radiation (Peters et al. 2017; Haid et al. 2018) are also
present in real scenarios.

We consider two ways of injecting stellar feedback: (i) purely ran-
dom supernova explosions and (ii) a mixture of random supernovae
and supernovae tied to star formation sites. For the first approach,
we randomly distribute the supernovae according to the gas density
profile of the Galactic disc. We adopt a rate of 1 event every 50 yr
as estimated from Milky way observations of gamma-ray emission
in massive stars (Diehl et al. 2006). Our second approach produces
bursts of strong feedback from the spiral arms. It assumes a star
formation efficiency and a realistic stellar initial mass function in
order to compute the number of massive stars (>8 M�) that will
undergo supernovae explosions at the end of their lifetime. We
use the stellar mass function from Kroupa (2002) and calculate the
number of massive stars out of the stellar content of sink particles
following Sormani et al. (2017). When the target mass is large
(100 M�; see Section 2.2 below), the sink particles introduced in
the simulation correspond to portions of clouds with size scales
larger than individual star-forming cores, and hence a large fraction
of gas in the sinks should not actually form stars. We account for
this by adopting a low star formation efficiency for these sinks of
1−2 per cent based on the work of Krumholz & Tan (2007). When the
simulation target mass is small (<10 M�), the sink particles more
closely correspond to individual star-forming cores and so in this
case we adopt a higher star formation efficiency of 33 per cent, based
on Matzner & McKee (2000). In this approach, we also use random
supernovae but at a lower rate of 1 event every 300 yr to account for
Type Ia supernovae. The way in which energy from supernovae is
released into the gas depends on whether the Sedov–Taylor phase
of the supernovae expansion is resolved, similar to the approach
of Hopkins et al. (2014) and Gatto et al. (2015), and introduced
analytically by Blondin et al. (1998). In our case, if the expansion
phase is resolved by 32 cells we inject thermal energy directly into the
surrounding gas, otherwise we inject terminal momentum pointing
radially outwards. Further details of our supernovae model can be
found in Paper I and in Tress et al. (2020).

2.2 Simulation set-up and refinement scheme

The initial gas distribution of our simulation is based on observational
constraints and theoretical modelling of the Milky Way presented
in McMillan (2017). They suggest an exponential profile for the H
and H2 densities as a function of the radius of the Galaxy disc. We
rather take the mass contribution from both profiles and start with
a single gas distribution consisting only of H, from which H2 will
form self-consistently according to our chemical treatment as the
Galaxy evolves.

In the first stage of the simulation, we let our Galaxy evolve
for 150 Myr under the effects of the large-scale potential and the
energy/ momentum feedback from random supernovae to naturally
form spiral arms and reach a steady state. In this stage, the cell target
mass resolution is set to 1000 M� and the mesh refinement operates
accordingly.

Next, we start the middle phase of the simulation by turning on a
co-rotating 3 kpc high-resolution box centred at a Galactic radius of
8 kpc. This phase lasts for around 70 Myr, or two spiral arm passages.
In this phase, we launch three runs undergoing different physical
mechanisms as follows: (a) a potential-dominated scenario in which
the ISM dynamics respond only to the large-scale gravitational
potential and the random supernova feedback as it was set up during
the first stage of the simulation, (b) same as the previous case but this
time gas self-gravity between cells is included, and (c) a feedback-
dominated scenario in which both the large-scale potential and self-
gravity effects operate, and the supernova feedback is mixed. By
mixed feedback we mean that both the random and supernovae tied
to sink particles are turned on (see our supernova implementation in
Section 2.1). The target mass resolution of this phase is initially set
to 100 M� but is further lowered down to 10 M� for the final 10 Myr
of the middle phase.

In the final stage of our simulation, and in order to resolve sub-
structures within the processed cold ISM, we further increase the
resolution on individual cloud complexes of ∼100 pc radius within
the high-resolution box by injecting Monte Carlo tracer particles
(Genel et al. 2013) everywhere the gas density is above 100 cm−3.
The target mass is lowered down to 0.25 M� where tracer particles
are present, which allows us to achieve high spatial resolutions (e.g.
cell diameters of dcell = 1 pc at n = 5 cm−3, or dcell = 0.03 pc at n =
105 cm−3). For this target mass, we set a sink creation density of
ρc = 104 cm−3, which according to Mac Low & Klessen (2004; and
based on the size scales reachable in this phase) corresponds either to
individual star-forming clumps or protostellar cores. Unlike Paper I,
in this phase we split the potential-dominated scenario in two cases,
with and without self-gravity, in order to explore the effects of local
gravitational forces on the dynamical signatures retrieved from our
cloud complexes.

Regardless of the stage of the simulation, we require that the Jeans
length is resolved by at least four cells everywhere in the mesh to
adequately check energy and bounding conditions and avoid artificial
fragmentation (Truelove et al. 1997; Federrath et al. 2011). If sink
creation densities are achieved but the gas fails to pass the energy
checks (see Section 2.1), we continue to resolve the gas until it is
unambiguously bound as long as it remains above the sink creation
density.

2.3 The selected cloud complexes

In order to comprehensively investigate non-thermal motions in our
synthetic clouds we use the same regions as in Paper I: A, B, C, and
D, but include two more complexes, A0 and B0, in which self-gravity
is switched off.

These cloud complexes arise from contrasting environments in
the Galaxy. Complexes A0 and A are (at the same location) in a
dense spiral arm, whereas B0 and B are in an interarm, more diffuse
region. Cloud complexes C and D, representative of the feedback-
dominated scenario, are the densest regions in the high-resolution
box and were born after a burst of clustered supernova feedback.
However, complex D, the denser of the two, gets to form massive
stars that undergo supernovae explosions over time, whereas complex
C is only influenced by external feedback as it does not produce
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Table 1. Cloud complexes analysed in this work and physical mechanisms
operating in each, with a short description of their surrounding environment.

Cloud
complex

Galactic
potential Self-gravity

Supernova
feedback Description

Random On sinks

A0 � � � � Inside arm
B0 � � � � Interarm region

A � � � � Inside arm
B � � � � Interarm region

C � � � � No embedded SNe
D � � � � Embedded SNe

embedded supernovae during the analysis time. This information is
briefly summarized in Table 1. A figure showing the exact location
of our cloud complexes can be found in Paper I.

We consider two different time snapshots for complexes A0, B0,
C, and D, and (for time evolution analysis) three snapshots for
complexes A and B. In all cases, the first snapshot was extracted
at a time when no massive sink particles had formed yet. Also,
we explore three different cloud orientations, which we refer to as
face-on, edge-on φ=0◦ and edge-on φ=90◦ views. In cylindrical coor-
dinates, the face-on line-of-sight points towards the {−êz} direction,
meaning that the cloud complex is viewed from above the Galaxy.
The edge-on φ=0◦ and edge-on φ=90◦ lines-of-sight point, respectively,
towards the {+êφ} and {−êR} directions.

Fig. 1 shows face-on projections of H, H2, and 12CO column
densities from the selected set of cloud complexes, 2 Myr after
tracer refinement has commenced (edge-on φ=90◦ views can be found
in Fig. A3). As a short comment, note that the CO density does
not necessarily trace the density of hydrogen species, which is a
consequence of collisional and photodissociation processes induced
by supernova explosions and the interstellar radiation field in our
simulations. This is particularly apparent in feedback-dominated
complexes C and D, hinting at high amounts of CO-dark molecular
gas (see e.g. Smith et al. 2014a), which is sensitive to variation of
the feedback conditions in clouds.

3 RADIATIVE TRANSFER MODELLING

We perform radiative transfer simulations of our synthetic cloud
complexes using the Line Modelling Engine code (LIME,2 Brinch &
Hogerheijde 2010) and the Polarized Radiation Simulator (POLARIS,3

Reissl, Wolf & Brauer 2016). Both are flexible codes that predict
molecular line and dust continuum emission from arbitrary 3D
geometries in (sub-)millimetre and infrared wavelengths.

For a given grid point distribution, in our case with information on
position, gas density, temperature, and velocity, the codes construct
a Delaunay triangulation and its corresponding Voronoi mesh where
they iteratively propagate photons and integrate the radiative transfer
equation. In particular, LIME comprises two approaches to solve the
line excitation problem, suitable for matter in different equilibrium
states:

(i) An LTE approximation in which the radiative features of
the gas are fully and uniquely determined by the local kinetic
temperature and its internal properties, namely, the atomic/molecular
level populations are dominated by particle collisions that obey a
Maxwell–Boltzmann distribution law. The code uses this to calculate

2https://lime.readthedocs.io
3http://www1.astrophysik.uni-kiel.de/∼polaris

the level populations and the Kirchoff’s law for thermal radiation to
solve the transfer equation (see e.g. Rybicki & Lightman 1986).

(ii) A non-LTE mode for media in which the level populations
are not only ruled by collisions but also have a non-negligible
contribution from the local radiation field. This problem needs to be
addressed iteratively over the physical domain, taking into account
the outgoing radiation from all the grid cells with each other. LIME

solves this by propagating randomly oriented packages of photons
from every cell of the grid, along lines of the Delaunay triangulation.
In each cell, the algorithm computes provisional level populations
using the incoming local radiation and collisional rates and releases
a number of photons proportional to the number of neighbouring
cells. The calculation stops when the propagating photons escape
the physical domain, and the whole process is repeated, ideally,
until convergence (i.e. populations in equilibrium) is reached. As
convergence depends on the input physical distributions, the number
of iterations is not fixed by LIME but left as a free parameter.

On the other hand, besides LTE, POLARIS supports a LVG
approximation that we also explore in this work. This approach
assumes that velocity variations over a given size scale are larger
than microturbulent and thermal velocities, which simplifies the
computation of optical depths and level populations (Sobolev 1960).

Once the level populations are determined in either of the ap-
proaches, the codes integrate the radiative transfer equation along
isotropic tracer rays that cross the Voronoi grid until they hit the
border of the physical domain. The resulting specific intensity is
then used to compute the observed intensity at the distance, spatial
and spectral resolutions established by the user. The output FITS file
is a 3D nxpix × nypix × nchan position–position–velocity (PPV) cube
containing intensity (in units of either Jy pix−1, Kelvin or L� pix−1)
or optical depth (τ ) information as a function of the spectral channel
(in m s−1).

Full radiative transfer modelling is necessary to produce synthetic
emission maps that can be readily compared to observational
data with analogous methods, especially at the present time with
the advent of new telescopes and techniques that allow resolving
non-ideal and highly coupled regimes. Evidently, the resulting cubes
also inherit observational limitations such as spatial and spectral
finite resolution and natural constraints from projection and optical
depth effects.

In the Appendix, we show variations in line emission profiles
(Fig. A4) and optical depth maps (Fig. A5) after considering the
radiative transfer approaches (LTE, LVG, and non-LTE) outlined
in this Section, as well as their impact on PCA-derived structure
function parameters (Fig. A6).

3.1 Non-LTE 12CO J = 1 − 0 line excitation

Our analysis focuses on the emission of carbon monoxide in its
ground state rotational transition 12CO J = 1 − 0, which, along with
other isotopologues, have been used extensively to trace molecular,
relatively dense, cold gas (van Dishoeck & Blake 1998; van Dishoeck
2004) as well as in previous statistical studies (Larson 1981; Heyer &
Brunt 2004; Roman-Duval et al. 2011; Bertram et al. 2014) of both
simulated and observed molecular associations.

We use the non-LTE implementation of LIME because, in our simu-
lations, a considerable fraction of the H2 density (the main collisional
partner of 12CO) is below the critical density (ncrit ∼ 2 × 103 cm−3) to
collisionally populate 12CO at the upper level of its ground transition,
which is valid within a wide range of temperatures (2−3000 K, Yang
et al. 2010). This implies that the first rotational level of 12CO is
populated by different mechanisms in our cloud complexes; it is
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The Cloud Factory II: gravoturbulent clouds 5273

Figure 1. Face-on projections of H, H2, and 12CO column densities (
) from cloud complexes (labelled on the right) extracted 2 Myr after injecting tracer
particles in the simulations. If any, sink particles are overlaid on H maps as the star markers.
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